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Foreword

The papers in this volume comprise the refereed proceedings of the First
International Conference on Artificial Intelligence Applications and
Innovations (AIAI-2004), which formed part of the 18th World Computer
Congress of IFIP, the International Federation for Information Processing
(WCC-2004), in Toulouse, France in August 2004.

The conference is organised by the IFIP Technical Committee on Artificial
Intelligence (Technical Committee 12) and its Working Group 12.5
(Artificial Intelligence Applications). Further information about both can be
found on the website at http://www.ifiptc12.org.

A very promising sign of the growing importance of Artificial Intelligence
techniques in practical applications is the large number of submissions
received this time - more than twice the number for the Artificial
Intelligence stream of the last World Computer Congress two years ago. All
papers were reviewed by at least three members of the Programme
Committee. The best 40 were selected for the conference and are included in
this volume. The international nature of IFIP is amply reflected in the large
number of countries represented here.

The conference also featured an invited talk by Eunika Mercier-Laurent and
a Symposium on Professional Practice in Artificial Intelligence, which ran
alongside the refereed papers.

I should like to thank the joint conference chairs, Professor John Debenham
and Dr. Eunika Mercier-Laurent and my co-program chair Dr. Vladan
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Devedzic for all their efforts in organising the conference and the members
of our programme committee for reviewing an unexpectedly large number of
papers to a tight deadline. I should also like to thank my wife Dawn for her
help in editing this volume of proceedings.

This is the first in a new series of conferences dedicated to real-world
applications of AI around the world. The wide range and importance of these
applications is clearly indicated by the papers in this volume. Both are likely
to increase still further as time goes by and we intend to reflect these
developments in our future conferences.

Max Bramer
Chair, IFIP Technical Committee on Artificial Intelligence
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ARTIFICIAL INTELLIGENCE SYSTEMS IN
MICROMECHANICS

Felipe Lara-Rosano, Ernst Kussul, Tatiana Baidyk, Leopoldo Ruiz, Alberto
Caballero, Graciela Velasco
CCADET, UNAM

Abstract: Some of the artificial intelligence (AI) methods could be used to improve the
automation system performance in manufacturing processes. However, the
implementation of these AI methods in the industry is rather slow, because of
the high cost of the experiments with the conventional manufacturing and AI
systems. To lower the experiment cost in this field, we have developed a
special micromechanical equipment, similar to conventional mechanical
equipment, but of much smaller size and therefore of lower cost. This
equipment could be used for evaluation of different AI methods in an easy and
inexpensive way. The proved methods could be transferred to the industry
through appropriate scaling. In this paper we describe the prototypes of low
cost microequipment for manufacturing processes and some AI method
implementations to increase its precision, like computer vision systems based
on neural networks for microdevice assembly, and genetic algorithms for
microequipment characterization and microequipment precision increase.

Key words: artificial intelligence, micromechanics, computer vision, genetic algorithms

1. INTRODUCTION

The development of AI technologies opens an opportunity to use them
not only for conventional applications (expert systems, intelligent data bases
[1], technical diagnostics [2,3] etc.), but also for total automation of
mechanical manufacturing. Such AI methods as adaptive critic design [4,5],
adaptive fuzzy Petri networks [6,7], neural network based computer vision
systems [8-12], etc. could be used to solve the automation problems. To
check this opportunity up, it is necessary to create an experimental factory



2 F.Lara-Rosano, E.Kussul, T.Baidyk, L.Ruiz, A.Caballero, G.Velasco

with fully automated manufacturing processes. This is a very difficult and
expensive task.

2. MICROEQUIPMENT TECHNOLOGY

To make a very small mechanical microequipment, a new technology
was proposed [13,14]. This technology is based on micromachine tools and
microassembly devices, which can be produced as sequential generations of
microequipment. Each generation should include equipment (machine-tools,
manipulators, assembly devices, measuring instruments, etc.) sufficient for
manufacturing an identical equipment set of smaller size. Each subsequent
equipment generation could be produced by the preceding one. The
equipment size of each subsequent generation is smaller than the overall size
of preceding generation.

The first-generation microequipment can be produced by conventional
large-scale equipment. Using microequipment of this first generation, a
second microequipment generation having smaller overall sizes can be
produced.

We call this approach to mechanical microdevices manufacturing
MicroEquipment Technology (MET) [15].

The proposed MET technology has many advantages:
(1) The equipment miniaturization leads to decreasing the occupied space

as well as energy consumption, and, therefore, the cost of the products.
(2) The labor costs are bound to decrease due to the reduction of

maintenance costs and a higher level of automation expected in MET.
(3) Miniaturization of equipment by MET results in a decrease of its cost.

This is a consequence of the fact that microequipment itself becomes the
object of MET. The realization of universal microequipment that is capable
of extended reproduction of itself will allow the manufacture of low-cost
microequipment in a few reproductive acts because of the lower
consumption of materials, energy, labor, and space in MET. Thus the
miniaturization of equipment opens the way to a drastic decrease in the unit
cost of individual processing.

At a lower unit cost of individual micromachining, the most natural way
to achieve high throughput is to parallelize the processes of individual
machining by concurrent use of a great quantity of microequipment of the
same kind. Exploitation of that great number of microsized machine-tools is
only feasible with their automatic operation and a highly automated control
of the microfactory as a whole. We expect that many useful and proved
concepts, ideas and techniques of automation can be borrowed from
mechanical engineering. They vary from the principles of factory automation
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(FMS and CAM) to the ideas of unified containers and clamping devices and
techniques of numerical control. However automation of
micromanufacturing has peculiarities that will require the special methods of
artificial intelligence.

3. AI BASED CONTROL SYSTEM FOR
MICROMECHANICAL FACTORY

Let us consider a general hierarchical structure of the automatic control
system for a micromechanical factory. The lowest (first) level of the system
controls the micromechanical equipment (the micro machine-tools and
assembly manipulators), provides the simplest microequipment diagnostics
and the final measurement and testing of production. The second level of the
control system controls the devices that transport workpieces, tools, parts,
and the whole equipment items; coordinates the operation of the lowest level
devices; provides the intermediate quality inspection of production and the
more advanced diagnostics of equipment condition. The third control level
contains the system for the automatic choice of process modes and routes for
parts machining. The top (fourth) level of the control system performs
detecting of non-standard and alarm situations and decision making,
including communication with the operator.

We proceed from the assumption that no more than one operator will
manage the microfactory. It means that almost all the problems arising at
any control level during the production process should be solved
automatically and that operator must solve only a few problems, that are too
complex or unusual to be solved automatically.

Since any production process is affected by various disturbances, the
control system should be an adaptive one. Moreover, it should be self-
learning, because it is impossible to foresee all kinds of disturbances in
advance. AI that is able to construct the self-learning algorithms and to
minimize the participation of operator, seem to be especially useful for this
task. AI includes different methods for creating autonomous control systems.
The neural classifiers will be particularly useful at the lowest level of the
control system. They could be used for the selection of treatment modes,
checking of cutting tool conditions, control of the assembly processes, etc.
They allow to make the control system more flexible. The system will
automatically compensate for small deviations of production conditions,
such as the change of cutting tool shape or external environment parameters,
variations in the structure of workpiece materials, etc. AI will permit to
design self-learning classifiers and should provide the opportunity to exclude
the participation of human operator at this level of control.
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At the second control level, the AI system should detect all deviations
from the normal production process and make decisions about how to
modify the process to compensate for the deviation. The compensation
should be made by tuning the parameters of the lower level control systems.
The examples of such deviations are the deviations from the production
schedule, failures in some devices, off-standard production, etc. At this level
the AI system should contain the structures in which the interrelations of
production process constituents are represented. As in the previous case, it is
desirable to have the algorithms working without the supervisor.

The third control level is connected basically with the change of
nomenclature or volume of the production manufactured by the factory. It is
convenient to develop such a system so that the set-up costs for a new
production or the costs to change the production volume should be minimal.
The self-learning AI structures formed at the lowest level could provide the
basis for such changes of set-up by selection of the process parameters, the
choice of equipment configuration for machining and assembly, etc. At the
third control level the AI structures should detect the similarity of new
products with the products which were manufactured in the past. On the
basis of this similarity, the proposals about the manufacturing schedule,
process modes, routing, etc. will be automatically formed. Then they will be
checked up by the usual computational methods of computer aided
manufacturing (CAM). The results of the check, as well as the subsequent
information about the efficiency of decisions made at this level, may be used
for improving the AI system.

The most complicated AI structures should be applied at the top control
level. This AI system level must have the ability to reveal the recent unusual
features in the production process, to make the evaluation of possible
influence of these new features on the production process, and to make
decisions for changing the control system parameters at the various
hierarchical levels or for calling for the operator’s help. At this level, the
control system should contain the intelligence knowledge base, which can be
created using the results of the operation of the lower level control systems
and the expert knowledge. At the beginning, the expert knowledge of
macromechanics may be used.

At present many methods of AI are successfully used in the industry
[16,17]. They could be used also for micromechanics. But the problems of
fully automated microfactory creation can not be investigated experimentally
in conventional industry because of the high cost of the experiments. Here
we propose to develop low cost micromechanical test bed to solve these
problems.

The prototypes of the first generation microequipment are designed and
examined in the Laboratory of Micromechanics and Mechatronics,
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CCADET, UNAM. The prototypes use adaptive algorithms of the lowest
level. At present more sophisticated algorithms based on neural networks
and genetic algorithms are being developed. Below we describe our
experiments in the area of such algorithms development and applications.

4. DEVELOPMENT OF MICROEQUIPMENT
PROTOTYPES AND ADAPTIVE ALGORITHMS

4.1 Micromachine Tools

The developed prototype of the first generation micromachine tool is
shown in Fig. 1. We have been exploiting this prototype for approximately
four years for experimental work and student training.

Figure 1. The developed second prototype of the first generation of micromachine tool.

This prototype of the micromachine tool has the size
and is controlled by a PC. The axes X and Z have 20 mm of displacement
and the Y -axis has 35 mm of displacement; all have the same configuration.
The resolution is per motor step.

4.2 Micromanipulators

At present, in the Laboratory of Micromechanics and Mechatronics,
CCADET, UNAM the principles, designs and methods of manufacture of
micromachine tools and micromanipulators corresponding to the first
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microequipment generation are developed. All these works are accompanied
with of the prototypes development (Fig.2).

Figure 2. Sequential micromanipulator prototype

4.3 Computer vision system

To obtain a low cost microequipment it is necessary to use low cost
components. Low cost components do not permit us to obtain high absolute
accuracy of the assembly devices. To avoid this drawback we have
developed an adaptive algorithm for microassembly using a technical vision
system (Fig. 3).

Figure 3. The prototype of visual controlled assembly system

The main idea of this approach is to replace the stereovision system,
which demands two video cameras, for the system with one TV camera for
teleconferences, with a cost of 40 dollars, and four light sources. The
shadows from the light sources permit us to obtain the 3-D position of the
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needle with the microring relative to the hole. The microring is to be inserted
into the hole. We use a neural classifier to recognize the relative position.

The problem of automatic microdevices assembly is very important in
mechatronics and micromechanics. To obtain the high precision, it is
necessary to use adaptive algorithms on the base of technical vision systems.
We proposed an approach, that permits us to develop the adaptive algorithms
based on neural networks. We consider the conventional pin-hole task. It is
necessary to insert the pin into the hole using a low cost technical vision
system.

For this purpose it is necessary to know the displacements (dx, dy, dz) of
the pin tip relative to the hole. It is possible to evaluate these displacements
with a stereovision system, which resolves 3D problems. The stereovision
system demands two TV cameras. To simplify the control system we
propose the transformation of 3D into 2D images preserving all the
information about mutual location of the pin and the hole. This approach
makes it possible to use only one TV camera.

Four light sources are used to obtain pin shadows. Mutual location of
these shadows and the hole contains all the information about the
displacements of the pin relative to the hole. The displacements in the
horizontal plane (dx, dy) could be obtained directly by displacements of
shadows center points relative to the hole center. Vertical displacement of
the pin may be obtained from the distance between the shadows. To
calculate the displacements it is necessary to have all the shadows in one
image. We capture four images corresponding to each light source
sequentially, and then we extract contours and superpose four contour
images. We use the resulting image to recognize the position of the pin
relative to the hole. We developed the neural network system which permits
us to recognize the pin-hole displacements with errors less than 1 pixel
[11,12].

4.4 Adaptive Algorithm of the Lowest Level

To compensate for the machine tool errors we have developed a special
algorithm for the workpiece diameter measurement using the electrical
contact of the workpiece with the measurement disk (Fig. 4). This
measurement allows us to develop the algorithm for brass needle cutting. We
obtained a brass needle with a diameter of and a length of
(Fig. 5) almost equal to the Japanese needle [18].
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Figure 4. The workpiece with measurement disk

Figure 5. The brass needle with diameter

4.5 Genetic Algorithm for Micromachine Tool
Characterization

To improve the micromachine tool precision it is necessary to correct its
errors. To obtain the information about the micromachine tools errors, we
use a two balls scheme for machine tool parameters measurement. One ball
is fixed on the special tool support, which is inserted to the chuck. The
second ball is fixed on the machine tool carriage (Fig. 6).

By moving the carriage with the second ball up to the contact with the
first ball in different positions it is possible to obtain all the needed
information about the geometrical properties of the machine tool. But the
geometrical parameters depend on the contact positions in a very
complicated manner. To resolve the system of nonlinear equations which
represent the mentioned dependence we use a genetic algorithm. This
approach permits us to reduce to one third the micromachine tools errors.
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5. CONCLUSIONS

AI algorithms could be used to increase the level of manufacturing
processes automatization. The experiments with AI algorithms in real
industry factories are too expensive. In this article a low cost test bed for AI
method examinations is proposed. This test bed is composed of the
micromechanical models of conventional industry devices. The prototypes
of micromachine tools and micromanipulators were developed and examined
with some AI algorithms. The test bed examination results show that AI
systems could be proved with low expenses.

Figure 6. Ball location in the micromachine tool
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Abstract: Reasoning Systems (Inference Mechanisms) and Neural Networks are two
major areas of Artificial Intelligence (AI). The use of case-based reasoning in
Artificial Intelligence systems is well known. Similarly, the AI literature is
replete with papers on neural networks. However, there is relatively little
research in which the theories of case-based reasoning and neural networks are
combined. In this paper we integrate the two theories and show how the
resulting model is used in a medical diagnosis application. An implementation
of our model provides a valuable prototype for medical experts and medical
students alike.

Key words: Medical diagnosis, neural networks, case-based reasoning, reasoning system.

1. INTRODUCTION

Research in Artificial Intelligence (AI) in medicine has relied on progress
in research in knowledge bases and reasoning systems (inference
mechanisms). Over the years many medical diagnosis systems – MYCIN,
Iliad, DXplain, CADIAG-II, INTERNIST, QMR, and MDDB, to name a
few – of which MYCIN [1, 2] is arguably the most popular, have been
developed. The predominant form of knowledge in MYCIN is represented as
a set of rules, and the reasoning system used is backward chaining. Iliad and
DXplain [3] both use Bayesian reasoning to calculate probabilities of various
diagnoses. CADIAG-II [4] – Computer-Assisted DIAGnosis – is a
computer-assisted consultation system to support the differential diagnostic
process in internal medicine. CADIAG-II uses fuzzy-based reasoning,
however, the underlying knowledge base used is not explicitly described in
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the literature. The knowledge base of INTERNIST, and the strategy used by
INTERNIST to address the diagnosis of patients, are described in [5, 6,7, 8].
QMR (Quick Medical Reference) [9, 10, 11], a reengineering of
INTERNIST, is an in-depth information resource that helps physicians to
diagnose adult disease. However, again, the underlying reasoning and
knowledge systems employed in this diagnosis system are not readily
available in the literature. Although MDDB [12] uses case-based reasoning,
it uses simple lists as its knowledge base. A disadvantage of most of these
methods is that, although they exhibit the capability of making differential
diagnoses1, they do not offer definitive medical consultation2. A few earlier
attempts at combining the theories of neural networks and case-based
reasoning are found in [13,14,15].

In this paper we attempt to correct the shortcomings of the above
methods by presenting a new approach to medical diagnosis in which we
combine a knowledge base, whose underlying structure is the neural network
[16, 17,18], with a Case-Based Reasoning system [19,20,21, 22]. We begin
by reviewing case-based reasoning (CBR), we identify problems with such
reasoning when used in the medical domain, and provide the motivation for
our approach. We then examine neural networks, in particular the
mathematical underpinnings of heteroassociative memory neural networks
[23], and how they are incorporated in our model. The architecture of our
model – the Case-based Memory Network (CBMN) – is introduced in the
next section. We then present the medical diagnosis process in our model,
followed by the operational model, a short simulation, and a consultation
session. The paper ends with a brief evaluation of the model.

2. MATERIALS AND METHODS

2.1 Case-Based Reasoning

Case-based Reasoning (CBR) [19] is an inference mechanism that has
found increasing use in expert systems. It consists of the following four
stages: retrieve the most similar case or cases; reuse the retrieved case or
cases to solve the problem by analogical reasoning; revise the proposed

1

2

A differential diagnosis results when 2 or more diagnoses are possible. These diagnoses are
prioritized.

Definitive medical consultation between the user and the system leads to a concrete
diagnosis.
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solution; retain the parts of this experience which are likely to be useful for
future problem solving.

When CBR is applied to medical diagnosis systems, the following
problems are usually identified:

There is a concentration on reference rather than on diagnosis.
There is a lack of intelligent dialog. This may result in “missing
information” and therefore a decrease of the accuracy of the
diagnosis.
Inability of most similarity algorithms to handle attributes whose
values are unknown.
If the case base contains cases with attributes that take on
multiple (rather than just binary) values, then the case base will
be quite complex – requiring large numbers of predicates,
relations, constraints, and operators [24].
Updating (revision) of the case base requires complex algorithms
and/or highly skilled users.

To overcome these problems, therefore, we developed a variation to the
CBR technique called the Case-Based Memory Network (CBMN) model
[25]. It was primarily developed to solve medical diagnostic problems and
not “pure” classification problems [22]. To simulate the CBMN model we
have also designed and implemented an expert system prototype called
CaseB-Pro - an interactive system that accepts observed findings, generates
appropriate questions, and makes conclusions based on the observed
findings.

2.2 The role of Neural Networks

The attraction of neural networks in our model is that they have the
ability to tolerate noisy inputs and to learn – features which are very
desirable in a medical diagnosis system. The CBMN uses a special type of
neural network called a heteroassociative neural network [23]. This neural
network provides a mechanism for learning, recording what has been learnt,
and identifying stored knowledge. The network stores disease patterns
associated with cases, and also recalls cases from memory based on the
similarity of those cases to the symptoms of the current case. This technique
is different from the similarity measure and retrieval techniques such as kd-
trees and Case Retrieval Nets (CRNs) [22] employed in CBR. Related
classical works in the field of associative memories are found in [26, 27].
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Let the findings associated with a case be represented by a vector s(p),
where p = 1,2, ...,P. Each vector s(p) is an n-tuple. Let the case associated
with findings, s(p), be represented by a vector t(p). Each t(p) is an m-tuple.

In our model we store (findings, case) pairs – that is, p =
1,....,P. Here, a “case” is an actual patient, and a “finding” is a symptom,
sign, or an investigation. “P” is the maximum number of cases in the
database, where

We also define a weight matrix where

The heteroassociative neural network can be described as a discrete
network where the input and output nodes take values from the set {-1, 0,1}.
We interpret the values as follows: -1 represents the findings that are absent,
0 represents the unknown findings, and 1 represents the findings that are
present. Now (observed findings) can be represented as an n-tuple
input vector, say k. Vector k will then be mapped to the domain by the
matrix – findings will be mapped onto cases. That is,

or

where

Example

If the output layer of the network contains 3 nodes, then some of the
following mappings are possible:

map 1
map 2
map 3

Whenever new findings are presented to the current case, k is changed
and, when multiplied with the weight matrix the vector t(p) is
determined. This value of t(p) is then used to determine a set of actual cases
from the case base that matches the observed findings.

3 The term training set is sometimes used to describe the vector t(p).

and
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If a node in vector t has a positive value, then this node represents a case
in which the disorder associated with that case matches the current observed
findings. For example, in map 1 the disorder associated with case 1 is a
possible candidate.

If a mapped vector t contains nodes with varying positive values, then the
node with the largest positive value is most likely to be the case that has the
most likely associated disorder for the observed findings. For example, if t =
(3,1,-1) then the disorders associated with cases 1 and 2 are likely. However,
the disorder associated with case 1 is the more likely candidate.

A disorder, say k, is a part of a definitive diagnosis only if the available
findings that will lead to a diagnosis of k exceed the findings that are known.
This serves as the point at which we stop posing questions to the system.

Let unknown input nodes not included
and only unknown nodes included
If then k can be a part of the definitive diagnosis.

2.3 Architecture of the CBMN

In its simplest form the CBMN structure consists of input information entity
(IE) nodes and output (case) nodes. The design goal of the CBMN model is
to ensure that a knowledge base, and learning and reasoning mechanisms can
be incorporated in the same data structure and be used for diagnostic
problem solving. In diagnosing a patient the physician utilizes information
from past typical or known exceptional cases that are usually described by a
list of symptoms.

To design a medical case base used for diagnostic purposes it is
necessary to have two types of cases in the case base [28]:

1.

2.

Case Generalizations called prototypes (pure cases) - these are
the “classical” (textbook) cases as viewed by the medical expert.
General domain cases – these are actual cases.

The features of disorders – in the input layer of the network - are
mapped onto case prototypes (in the hidden layer) which represent the “text
book” view of disorders in terms of its identifying features. A case –
representing the output layer of the network - is an instance of a prototype,
in the same way that an object is an instance of a class in the object oriented
programming paradigm [29, 30]. The arrows in the diagram denote weighted
links from the input nodes to the case nodes, and the calculation, and
adjustment, of these weights is known as training the network.

Cases are actual examples of patients and, in the CBMN model, cannot
exist without prototypes, which are the physician’s representation of
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disorders. That is, every case in the case-base must be associated with one
and only one known classical medical case (prototype).

Figure 1. The CBMN Architecture with Prototypes

2.4 The Medical Diagnostic Process in the CBMN

A medical consultation consists of the following stages:

Recording of symptoms and patient history.
Elicitation / Identification of signs.
Formulation of notion of diagnosis [31] leading to a hypothesis and
differential diagnosis.
Investigations to narrow down or confirm the diagnosis.

Medical diagnosis depends heavily on known facts about the case in
question. The facts are used to form a notion of diagnosis [31], which results
in a hypothesis. This hypothesis is strengthened or weakened by discovering
more facts about the current case, which in turn invokes a different notion of
diagnosis. This process is continued until a definitive diagnosis is found. So,
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again, making a definitive diagnosis is one of the essential differences
between CBMN and many extant medical diagnosis systems.

The new approach to the CBMN model includes a certainty factor4 [18]
and a prevalence factor for each prototype in the case base. A certainty
factor is a number ranging from 0 to 10 that represents the physician’s
impression of the significance of the presence of a feature with respect to the
prototype. A prevalence factor is a number ranging from 0 to 10 that
expresses the physician’s impression that a patient will have the disorder
associated with a given prototype. The certainty factor and prevalence factor
may or may not be a scientific measurement since it represents only the
physician's notion of the disorder.

The presence or absence of features will affect the physician’s belief or
disbelief in his hypothesis. Hence the concept of the belief factor is used in
the CBMN to “balance” a physician’s belief and disbelief in a hypothesis.

We now present the algorithm to find the next best question to be asked at
a given stage of the medical consultation process. The system cannot reach
any definitive conclusions until it has exhausted each stage.

1.
2.
3.

4.

5.

6.

Find the set, say S, of prototypes that match the observed findings.
Find the prototype, say k, with the highest belief factor in the set S.
Use the unknown feature, say f, of prototype k with the highest
certainty factor to generate the next question.
If the certainty factor of f is greater than a question threshold value
set by the experimenter), then the system moves to the next
consultation stage until the investigation stage is reached.
When a diagnostic stage is finished the system lists all the prototypes
with a confidence measure greater that a threshold value as candidates
for the diagnosis of the presented features.
Repeat steps 1-5 above until the investigation stage is completed.

The main objective of this algorithm is to find the optimum diagnostic path
that will: (a) Get the correct diagnosis by asking the minimum number of
questions and (b) exhaust each diagnostic stage before moving on to the
next.

2.4.1 Simulation

The simulation of the diagnostic process is implemented in Delphi using a
prototype called CaseB-Pro. Its functional specifications can be divided into

4 This model is an example of a truth-functional system for uncertain reasoning.
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the following two steps: training the system to identify new cases and using
the case base to gain a computer-generated diagnosis.

The two main design goals of the CaseB-Pro prototype - an expert
system that combines the theories of neural networks and case-based
reasoning – are to implement and test the CBMN model and to develop a
computer system that can assist medical students and physicians with the
diagnosing of patients. In section 4 we provide an evaluation of the model
and an assessment of its “success”.

Figure 2. Creating Prototype for CML

The CBMN model uses three types of data structure to represent
knowledge. These include: feature information entity data structures,
prototype information entity data structures and case information entity data
structures.

The training of the model involves adding prototypes to the case base and
then, if desired, adding sub-prototypes and actual cases associated with those
prototypes. Training also involves the assignment of symptoms, signs,
investigations, and exclusions. Training is conducted by using data from
classical and actual cases of the disorder in question. The network is trained
each time a new case is added to the database, or an existing case is
modified. The neural network is used to store and recall cases. Each
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prototype, sub-prototype, and case, of the case base, has in common a node
identification number that uniquely identifies the network node in question.

Figure 2 illustrates how the prototype for the Chronic Myeloid
Leukaemia (CML) disorder can be added to the system. Other prototypes
can be added in a similar manner.

2.4.2 Interacting with the System

Figure 3 provides the interface through which users – namely, medical
students, physicians, or other medical experts - interact with the CaseB-Pro
system. A typical session (consultation) is invoked when a user types the
“consult” command. A list of symptoms is then shown where the user can
select major presenting symptoms in the case under consideration. The
system then allows the user to enter examination results of the case in
question. When the examination stage is exhausted the consultation enters
into the investigation stage. An example consultation is provided for
illustration.

Figure 3. Example of part of consultation session
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3. RESULTS

For purposes of testing the system ten cases of Haematological
conditions and related disorders were added to the case base. In order to
make a preliminary evaluation of CaseB-Pro’s diagnostic capabilities, two
medical experts who specialize in Haemoncological disorders independently
simulated 18 classical Haematological cases within the scope of the system.

Key of symbols/abbreviations used in the table:

DD = Differential Diagnosis
+++ = DD Relevant (Related Disorders)
++ = DD Relevant (Unrelated Disorders)
+ = DD Possibly Relevant
- = DD Irrelevant
ALL = Acute Lymphoblastic Leukaemia
AML = Acute Myeloid Leukamia
AA = Aplastic Anemia

MM = Multiple Myeloma
NHL = Non Hodgkins Lymphoma

CML = Chronic Myeloid Leukaemia
MF = Myelofibrosis
PRV = Polycythaemia Rubra Vera
TB = Tuberculosis

Table 1 shows the results of five out of 18 randomly selected simulated
interactions. It is, however, important to note that although only 5 of the 18
cases are included in the table, in none of the 18 cases did the medical expert
and CaseB-Pro arrive at totally different diagnoses. More specifically, in 9
of the 18 (50%) of the cases the diagnoses were the same at the end of stage
2 (see section 2.4) of the medical consultation. Of the 9 cases in which the
diagnoses did not match exactly at the end of stage 2, 7 (77.8%) of them
resulted in a match after the differential diagnosis (third) stage. The
remaining 2 cases, for which concrete results were not possible at the end of
stage 3, produced results in concurrence with the medical expert’s diagnoses
after further investigations were conducted (in stage 4).

As indicated in section 2.4.1 CaseB-Pro was also used as a teaching tool.
To test this feature of CaseB-Pro, two students in the advanced stage of their
medical studies were encouraged to interact with the system. Initially the
students complained that they felt intimidated by the system and feared that
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the system would expose their lack of knowledge. However, after being
persuaded by their medical instructor to use the system as a classroom
exercise, the students were noticeably more relaxed. Under the guidance of
their medical professor, the students were allowed to conduct an extensive
interaction with the system in an effort to diagnose MM, MF, PRV, ALL,
and AA (please see the table below). In 80% of the cases the students were
able to arrive at the correct diagnoses largely due, they reported, to the ease
with which they were able to follow the “trend of thought” used by CaseB-
Pro.

4. EVALUATION AND CONCLUSION

Many medical diagnosis systems have been designed and are currently in
use. The originality of our approach, however, is that we have designed and
implemented a system that combines case-based reasoning and artificial
neural networks. Because of the restriction placed on the length of our paper,
we were unable to provide a more detailed comparison with other
approaches. Consistent with our goals we were able to (a) implement and
test our model, and (b) to develop a computer system that can assist medical
students and physicians with the diagnosing of patients. We have been able
to develop a prototype, the CaseB-Pro, based on our new approach, whose
authenticity medical experts and medical students were able to test.

It may be too early to make strong pronouncements about the success of
our model because it was tested on a small domain. Therefore more research
using our approach should be conducted using larger domains and different
evaluation strategies. Thus far the feedback from persons who have
interacted with our prototype has been encouraging, and therefore we are
confident that with further development and testing our prototype can evolve
into a useful, full-fledged system.
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Abstract: This article intends to make an analysis of the intersection between Artificial
Intelligence (AI) and Natural Intelligence (NI) and its application in the scope of
Right. The impact caused by the Information Technology, methodologies and
techniques used by the main systems developed in the last years and which the
elements for the development of intelligent applications in the legal domain, with
the aim of demonstrating the capacity to manipulate the knowledge properly and,
being so, systemizing its relations, clarifying its bonds, to evaluate the results
and applications. There is a real need of new tools that conciliate the best of AI
and NI techniques, generating methods and techniques of storage and
manipulation of information, what will reflect on law and justice.

1. INTRODUCTION

According to Carnelutti [7] “to discover the rule of legal constructing,
science does not have, of course, other ways beyond the senses and
intelligence. Intelligence is nothing but the capacity to learn, to apprehend or
to understand, to interpret and, mainly to adapt the factual situations. On the
one hand, we have all this systematization of Law, using NI, its evolution, its
technical, historical and social conditioning; on the other, we have the
vertiginous evolution of the technology of the computer sciences, which
have an search field dedicated of to the reproduction of human abilities,
handicrafts as well as intellectual capacities, which is AI.
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The present study intends to start with the elements for the development
of intelligent applications in the legal domain (section 2), demonstrating the
intersection between AI and the NI, applied to Law (section 3). It intends to
evaluate how the research is getting on, in a world-wide context (section 4),
we will illustrate (section 5) the application of AI in Law through some
empirical procedures adopted by the author and his team (section 5).

2. ELEMENTS FOR THE APPLICATION OF AI TO
THE LAW SPHERE

The AI sphere has been studied academically since the 1950s, but it has
generated an increasing interest nowadays because of the arising of practical
commercial applications.

Researches in AI are related to areas of application that involve human
reasoning, trying to imitate it and performing inferences. According to
Savory[22], these areas of application that are generally enclosed in the
definitions of AI include, among others: specialized systems or systems
based on knowledge; intelligent / learning systems; understanding /
translation from natural language; understanding / voice generating; analysis
of image, scene in real time and automatic programming.

Notice, then, an introductory and superficial vision, about how artificial
intelligence can be defined [18]: “Artificial intelligence - The field of the
computer sciences that intends to perfect the computers endowing them with
some peculiar characteristics of human human intelligence, as the capacity
to understand natural language and to simulate the reasoning in uncertainty
conditions”.

The following are important aspects of AI, as Rabuske [21], among
others: development of heuristical methods for the solution of problems;
representation of knowledge; treatment of natural language; acquisition of
knowledge; artificial reasoning and logics and tools. Amongst its main
applications, we have the following: mastering systems; processing of
natural language; recognition of standards; robotics; intelligent databases;
test of theorems and games.

To make use of intelligent techniques and to try to develop computational
tools endowed with logic or structured in cases, in order to assist in the study
of legal data, involves another difficult task, which is, to analyze the form
chosen by men to communicate and to materialize its norms: the codification
of the word in abstract symbols and rigorous grammar rules.

The study and development of any system of automatic and intelligent
treatment of the legal information involves, basically, two tasks: the
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treatment of the natural language and the search of new techniques of
storage.

In the first one, the structure of a mechanism, which reads texts and,
properly guided, identifies a series of relevant characteristics for the user, in
some specific stages. It must search superficial and static references, as
dates, names, numbers, etc; to identify subjects, subjects and sub-subjects
and, finally, to detect conclusions and lessons, highlighting them, obviously,
from other functions.

In the second task, it is good to inquire about the return to the origins of
the language. i.e.: the first forms of writing were pictographic, and, in the
computational scope, the development of languages and interfaces are in
allowing the use of icons (pictographic forms) [12], a more comfortable and
practical means of communication than orthography.

This is allowing to idealize a significant advance in communication,
according to which “written texts will give place to mental images that
present real as well as symbolic objects and emphasize the interaction and
the experience in detriment of the passive learning” [12].

3. ARTIFICIAL INTELLIGENCE vs. NATURAL
INTELLIGENCE

In the sense of searching, in the practical sphere, this evolution
announced, has a powerful referential: the intersection between NI and AI,
where it is possible to try to conciliate the processing speed of the second
and sophistication of the first one, as pointed by Epstein [11].

Artificial intelligence, in the delimited context - without damage of the
already already presented definition - can also be understood, in a still very
primary vision, as “the set of techniques used to try to carry through
automatons adopting behaviors similar to the ones of human thought”, as
pointed by Morvan (apud Epstein) [11].

We know that NI is inferior to AI in the capacity of search and the
examination of options, but superior in refined and percipient tasks, such as
making analogies and to creating metaphors.

Thus, a mechanism that combines NI and AI techniques, intending an
adequate manipulation of natural language, allows the identification of ideas
of a legal text.

However, it is important to emphasize that a step in the searching
direction, the body of a writing piece, in what a person “thought”, or either,
theirs ideas and conclusions, is teleologically linked to the desire of
searching what a person really “felt” when analyzing the subject on which
they wrote.
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3.1 Reasoning’s figures

Is important to emphasize that AI it is a figure typical of the information
technology, practically molded by it. For the delineation of the intersection
pointed, we will soon devote attention to some figures linked to NI, as the
analogical reasoning, existing before computers [18]:

Analogical reasoning - A form of knowledge in which the dynamics of a
phenomenon of the real world – such as aerodynamics of an airplane which is
intended to make - is understood from the study of a model of the
phenomenon. One of the biggest contributions of the computer sciences was to
reduce costs (and to increase convenience) of analogical reasoning.

The reasoning based on some case is something almost as old as the
human habit of “to walking forward”. However, we are dealing with a tool of
artificial intelligence that uses such nomenclature, being able to be defined as
a “methodology”, which has as a basic characteristic to search the best solution
for a current situation in previous experiences in previous experiences,
applying the already consolidated knowledge and whose effectiveness was
already validated.

Such procedures, derived from the information technology, has an evident
similarity to a traditional figure of the legal reasoning, analogy, one of the
most efficient and pertinent instruments for the integration of the commands
of law.

According to Bobbio, the analogy can be defined as follows [3]: “we
understood by “analogy” the procedure by which a not-regulated case is
attributed the same discipline than to a similar regulated case....  The analogy
is certainly more typical and the most important interpretative procedures of a
certain normative system,: it is the procedure by means of which the called
trend of each legal system to become is explained to enlarge itself beyond the
cases expressly regulated.”

According to Bobbio, “To be able to come to a conclusion, that is, to make
the attribution to the non-regulated case of the same legal consequences
attributed to the similar regulated case, there is a need of not any similarity
between the two cases, but a relevant similarity, is necessary to ascend from
the two cases to a quality that both have in common, that is at the same time
the very reason by which those and not other consequences had been
attributed to the regulated case”.

Other figures resemble the presented context, as the extensive
interpretation and the syllogism, with which the analogy cannot be confused.
The syllogism has a vertical mechanism of drawing conclusions, while the
analogy and the extensive interpretation have a horizontal resource. But, even
though analogy and extensive interpretation are next to one another and
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horizontalized, they are significantly different from each other, pointed also by
the very author [3].

This difference causes a strong impact on the construction and modeling of
intelligent systems in the legal area, since the proposal is not the construction
of systems that generate norms, but that facilitate its application (at least for
the time being).

The comparison between institutes demonstrates the importance of the
analysis of the structuralized logical processes around the reasoning of a
specific area, and demonstrates also, that the logics has much to contribute
with artificial intelligence – even in systems based on cases -, being exactly
this one of the most favorable aspects of the intersection pointed between AI
and NI. This comparison has the purpose of demonstrating that the approach
of these institutes tends to produce good results, as well as the viability of the
intersections, of AI with the NI, as well as of the figures of reasoning derived
from the technology of information with those particular to the legal universe.

4. STATE OF ART IN THE INTERNATIONAL
SCENERY

We focus on the scientific production in the area of artificial intelligence
and law in the International Conference of Artificial Intelligence and Law -
ICAIL, edition carried through in Oslo, Norway. In this context, the following
works are distinguished:

Towards adding knowledge to learning algorithms for indexing legal
cases, Bruninghaus[6]. The authors mainly ratify important basic concepts in
the scope of the development of intelligent systems for the legal domain -
those structured in cases - as, for example the high cost and the slowness of
the manual representation of concrete situations. A classification based on
boarding was used in the Smile System, constructed by the authors, to locate
prompt situations in legal texts, in a automatic way. A controlled vocabulary
and linguistic information were integrated to the system with an algorithm of
machine learning, important allies in the task of surpassing the traditional
difficulties of language.

Bankruptcy case law: a hybrid IR-CBR approach, Elhadi and Tibor [10]
describe a work of combination between retrieval of information (information
retrieval, IR) and CBR, with a modeling based on the procedures according to
which the legal operators effect its research techniques as a parcel of the
procedural dialectic, suggesting, specifically, that the experiences accumulated
by the professionals of the legal domain are used in the modeling of the
system.
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Some observations on modeling case based reasoning with formal
argument models, Bench-Capon [2] warns the international community about
the importance of conciliating cases and norms in the modeling of a system for
this type of application, affirming that “the truth on the subject is that both are
essential”.

The evaluation of legal knowledge based system, Stranieri and Zeleznikow
[23] perform important premises on the evaluation of systems based on the
legal knowledge, affirming that strategical evaluations of systems that operate
in a so complex domain as the legal one are difficult because of the specificity
of the systems, considering a model of evaluation with neural nets, referenced
by the binoms “structural/functional” and “ qualitative/ quantitative” to
evaluate the answers emitted by a system.

Dialectic semantic for argumentation frameworks. Jakobovits and Vernier
[15] proposed a formalist study of dialogues, where a dialogue is seen with a
shock between two people, initiated by the proponent who defends the
proposed thesis. Carrying through an examination of the argumentative
criteria and the different types of dialogues, the authors consider to provide a
semantics correspondence allusive to the blocked dialogue.

Precedent, deontic logic and inheritance. Horty [14] considers the
establishment of some connections between reasoning based on precedents
and deontic and monotonic logics He supports that deontic logics acts as a
prioritary sensitive reasoning in a norms conflict, reformulating and
simplifying a reasoning model based in Ashley’s precedents, according to the
deontic logics.

AI techniques for modeling legal negotiation. Bellucci and Zeleznikow [1],
the authors centralize the study in the introduction of the development of an
algorithm that uses methods of AI to support the production of a business
decision, using a form of cognitive mapping called “bi directed fuzzy
cognitive maps”.

The integration of retrieval, reasoning and drafting for refugee law: a
third generation legal knowledge based system. Yeardwood and Stranieri [25].
The authors had developed a structure for the construction of arguments that
includes more than 200 arguments, in contribution with the Refugee Review
Court of Australia. The process of construction of these arguments requires the
integration of retrieval of literal information (IR) with reasoning.

Justice: A judicial search tool using intelligent concept extraction. Osborn
and Sterling present the modeling of a system based on legal knowledge called
“Justice”, whose target is to retrieve previous cases. It uses concepts of
conceptual retrieval of information, conceptual summarization, analysis
automatized statistics and informal document conversion for formalized semi-
structured representations.
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A demonstration of a legal reasoning system based on teleological
analogies, text in the which Kakuta and Haraguchi [16], using a structure
called GDA (Goal-Dependent Abstraction), the authors analyze an exemplary
situation judged by the Supreme Court of Japan, ahead of two consistent
doctrinal trends, demonstrating how the system can become an important aid
in the task of evaluating and to revise interpretations of norms.

Agents and norms: how to fill the gap?, Falcone and Sartor [9] affirm that
two specific structural approaches are important to the work described: 1. That
of the legal theory and related computational applications, especially in the
areas of specialist legal systems, normative reasoning and juridical diagnostic;
e 2. That of the theory of the multiagent systems (MAS) and the related
computational applications, especially in the areas of computerized
cooperative work (to computer supported cooperative work, CSCW). The
most important aspects are the following: language and its formalism;
reference theories (legal philosophy and deontic philosophy, reverenced by the
theory of the agents); targets (models of legal institutions, systems of legal
information); rhetoric philosophy and the norm concept.

Norms in artificial decision making, Boman [5] effected a study on
independent artificial agents programmed to represent and to evaluate vacant
or inexact information, with the characterization of agents with a production
method of decision in real time, at risk or uncertainty, finishing for presenting
a model of“contraining action” using norms.

Prescribed mental attitudes in goal-adoption and norm-adoption. In this
paper, with a theoretical approach, Castelfranchi [8] affirms that the norms do
not only want behavioral conformity, but produces culturing and reassures the
authority of the norms, considering that they require submission.

Approximate syllogisms, on the logic of everyday life, Philips [19] affirms
that, since Aristotle, it is recognized that a valid syllogism cannot have two
specific premises, claiming that some rules can be established to similar
syllogisms with particular premises, affirming that the lay are correct if it is
considered that that these syllogisms do not have strict validity, but similar,
having in mind that the premises available in daily life are typically particular.

5. APPLICATION OF AI TO LAW

We will illustrate the application of AI to law through some empirical
procedures adopted by the author and his team.

Called methodology CBR is used in parts with techniques of retrieval of
literal information, presenting a superior performance to the traditional data
bases. For in such a way, had been developed two new technologies for the
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team the Context Structured Search– CSS and the Dynamically
Contextualised Knowledge Representation (DCKR).

CSS® is a methodology that allows the search in natural language
through the context of the information contained in the knowledge base, thus
breaching, the search paradigm by means of key words and connectors,
making it possible for the user to describe a number of characters presented
by each consultation, allowing thus, a more elaborated conception of the
search. The research is considered ‘ contextual ’ and ‘ structured ’ because of
the following reasons: 1. We take into consideration the context of
documents stored at the formation of the rhetorical structure of the system 2.
This context guides the process of adjustment of the entrance as well as the
comparison and election of documents; 3. At the moment of the elaboration
of the consultation, the entrance is not limited to a set of words, or the
indication of attributes, being able to assume the format of a question
structured by the set of a long text is added to the possibility of operating
dynamic weights on specific attributes, that work as ‘ filters ’ and make a
preliminary election of documents to be analyzed.

DCKR® consists of a dynamic process of analysis of the general context
that involves the problem focused. It makes comparisons between the
context of documents, enabling the accomplishment of a more precise search
and with a better quality. Moreover, the documents are retrieved through
pre-determined indexes, that can be valuated by the user when consulting.
This technique implies a significant increment in the performance in
knowledge structured systems

The Group of intelligence applied to law has been developing researches
and implementing systems, involving technology of the legal information.
Among the already developed systems, the following ones are distinguished
among others:

Alpha Themis® - Intelligent software for the retrieval of the knowledge
contained in the “resolutions” of the national courts. It is a system of legal
technology, one of the first ones in Brazil to unite Artificial Intelligence and
Law. It uses techniques of textual Data base and CBR.

Jurisconsulto® - Innovative system to retrieve sentences in computerized
data bases through CBR. It uses techniques of textual Data Base and CBR.

Jurisconsulto® – Sistema inovador para recuperar decisões judiciais em
bancos de dados informatizados através de CBR. Utiliza técnicas de Bando
de Dados textuais e CBR.

Olimpo®- The system has its performance centered in the combination of
aspects derived from CBR and from the representation of added literal
information to an suitable organization of knowledge the referring to the
resolutions of the Security Council of the UN, what allows the retrieval of
texts with characteristics similar to the information supplied by the user in
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natural language. New documents are automatically enclosed in the
knowledge base through the extraction of relevant information through a
technique called DCKR®. Concepts of CBR and techniques of information
retrieval have been applied for a better performance of the system, resulting
in the methodology called CSS®.

Such techniques are consolidated through the application in systems and,
mainly, by the approval of papers in International Congresses, such as
ICAIL (International Conference on Artificial Intelligence and Law), ICEIS
(International Conference on Enterprise Information Systems) among others.

6. CONCLUSION

The intention is in this work, yet in a synthetic way, to discourse on the
intersection between the NI and AI, trying to conciliate them, considering their
specificities, in the scope of law. We present some summaries of the activities
of international scientific community of artificial intelligence and right, mainly
in the development of applications.

The comparison of the institutes demonstrates the importance of the
analysis of the logical processes structuralized around the reasoning of a
specific area, even in systems based on knowledge, having exactly there, one
the strongest favorable aspects of the pointed intersection between AI and NI.

It is possible to conclude that there is a real necessity of attention to the
production of tools that emphasize such activity, because, thus, new methods
and techniques of storage and manipulation of information will be generated,
what it will reflect in a strong way on law and justice, as writing has done.
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Abstract: In today’s society, there is a need for greater understanding of activities within
electronic market environments and the role information plays in negotiation.
Fuelled by greater communication reach and information flow, electronic
markets are ever increasingly becoming the primary domain for trade. This
paper details a collaborative virtual market environment where participants
engaging in trading activities may exploit information refined from both
external Internet sources and internal market signals. That information
provided is retrieved and distilled using time constrained, data mining
techniques.
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1. INTRODUCTION

What is the future of online trading? What kind of information will a
trader require in order to complete a deal? What electronic environment best
suits the social dynamic that is the market place of tomorrow?

In an information based society, with an increasingly improving
technological infrastructure, there is a need for research into how these new
factors will influence electronic markets of the future. Presently, few online
environments in a narrow range of online market applications, supply the
necessary trade information usually required in order for a buyer and seller
to complete a deal. Indeed, what is required in order for a deal to be
completed can be seen as an constraint satisfaction problem[1] where
objectives are represented as constraints and the strategies used to fulfill
them are information based.
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It is therefore necessary to investigate environments that enhance the
traders and entrepreneurs. If the fulfillment of objectives belonging to these
actors is achieved from appropriate information, then environments which
facilitate this kind of information in a timely and constrained manner will
conduit market stimulation. Information here includes both external
(internet) and internal market signals.

There are a number of existing models of electronic market environments
around. EBay and ETrade are both examples of present day e-marking
trading environments which have been around for a significant number of
years. Both provide sufficient trading mechanisms in order to complete
deals; however they are not reaching far enough. Their paradigm is suited to
well regulated, but simplified buy/sell versions of traditional markets. This
paper proposes an alternative: an online collaborative virtual environment, or
“virtual e-market place”.

Virtual environments are quickly becoming widespread in conjunction
with rapidly improving technological infrastructure. Indeed technology
seems to be moving so quickly, the potential for virtual environments
appearing on hand-held devices, including 3-G mobile devices, in the not too
distant future is very real [2]! In an important way, virtual environments
complement market environments – market activity is intrinsically social by
nature and relies on this communal “look and feel” to generate a buoyant
atmosphere on the virtual trading floor. By definition, collaborative virtual
environments are social.

Figure 1 details the overall conceptual framework of the e-market virtual
environment. This environment incorporates the data mining, e-market and
agent activities within a single system. At the e-market place layer, basic
market transactions are managed as industry processes using a multi-agent
business process management system. These transactions include the
creation of particular markets, the buying and selling of goods, and the
packaging of goods, services, needs and requirements. The basic market
transactions take place between a set of ‘major actor classes’ in the market—
the decision-makers. These transactions are monitored by ‘supporting actor
classes’ that include data mining actors. At the market evolution layer, the
entrepreneurial transactions are also managed by business process
management technology. This includes the timely extraction of reliable
information and knowledge, as well as entrepreneurial intervention. At the
market information layer, atomic signals from information bots and other
sources feed into the data mining actors, the reliability of these atomic
signals is evaluated before the signals are combined by the process
management system at the market evolution layer.
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Figure 1. Conceptual framework integrating the domains involved

Section 2 will discuss more about present and future e-markets.
Section 3 will discuss data mining methodologies and the relevancies in an
e-market environment. Section 4 will deal with a brief overview of a
process management system for integrating e-market, data mining,
intelligent agent and actor activities. Section 5 will cover an exemplar
collaborative virtual environment that has been built at UTS, combining the
features of constrained information mining with trading.

2. ELECTRONIC MARKETS

E-markets are a rich domain of trade and entrepreneurial activity. There
is a vast amount of information which resides within the e-markets and the
Internet generally which assists market forces and traders alike. Little has
been done to harness the rich information flowing through e-markets in
order to facilitate negotiation and trade. “[T]he value of the Internet and IT
lies in their capacity to store, analyse and communicate information
instantly, anywhere at negligible cost” [Economist, 27 Sep. 2000].

The environment of electronic markets is quite different to traditional
market environments, and so the scope for trade activity in e-markets cannot
be assumed to be the same as their traditional counterpart. Substantial
amounts of data may be acquired quickly and cheaply from the electronic
markets themselves. Further, valuable signals may be observed by searching
the Internet, by reading news feeds, by watching corporate pages, and by
reading background market data such as stock exchange data. If all of these
individual signals can be distilled into meaningful information, then it may
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Figure 2. Actors interacting in an emerging market landscape

be useful to the trader who relies on “the right information, at the right
granularity, at the right time”. The scope of possible buying and selling is
determined by the range of the support provided by the environment.
Trading and the provision of information are intimately interrelated.

In the example model constructed at UTS, the basic market transactions
take place in the “e-market place” between a set of major actor classes;
these are based on an extension of the model given in [3]. There are eight
major actor classes—see Figure 2. A central logical component is an
“e-exchange” where individual markets are created, within which,
subsequent deals are done. This class is essentially an “empty virtual box”
for holding markets and for advertising their existence. It contains a
collection of pre-packaged market protocols that may be invoked by the
creation of a market. The buyer and seller classes include those wishing to
buy or sell a good or service, or any combination of goods or services, in a
market. The remaining actor classes are all entrepreneurial in nature, and are
instrumental in market evolution. Members of the content aggregator actor
class act as forward aggregators, they package goods and services and place
these packages in markets in the e-exchange. Members of the solution
providers class act as intermediaries in the negotiation of contracts and the
development of long-term business relationships. E-speculators take short-
term positions in markets in the e-exchange. Sell-side asset exchanges
exchange or share assets between sellers. Specialist originators act as
reverse aggregators, they coordinate and package orders for goods and
services on behalf of various buyers. The major actors, shown in Figure 2
are all provided with distilled information by the supporting actors, which
utilise a variety of data mining and information discovery methods. The
buyers, sellers and entrepreneurs are all realised as avatars in the virtual
market place.
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3. DATA MINING TECHNIQUES

Data mining techniques have successfully been applied to stock, financial
market analysis applications [4] and research has been conducted into e-
commercial applications of data mining [13]. A variety of structured and
unstructured techniques have been developed to mine data from a variety of
sources, such as relational databases, web pages and text files. Presently in
the e-market environment the main methods have been primarily limited to
the B2C framework. This paper describes set of classes which utilise both
“classical” and e-commerce based mining methods [5] in order to present
timely and essential information to the actors. A set of concurrent mining
processes are supported by bots, supported in turn by specialised agents.

The structure for the data-mining task is outlined in Figure 3. An actor in
the marketplace requests some kind of information. Information bots scour
the market place and Internet for relevant information ranging from text in
Internet news feeds, to latest stock reports, to price updates and so forth.
The information retrieved is stored in a database in an unstructured format.
Pre-processors are separated processes which engage in parsing raw data
into formats for data-mining. The data mining bots mine the pre-processed
data for information discoveries as required by the actor. Process Agents, on
behalf of the actor, retrieves the information mined by the data mining bots
in a constraint enforced manner. Information returned to the agents finally
undergoes a visualisation transformation enacted by the Information
Visualiser in order for the actor to understand its importance.

Delivering relevant information at the right granularity and within tight
time constraints are important features of the data mining interactions model.
One final feature exists which is important to the information – its
visualisation. This will be outlined in section 5. Information is returned in
the form most easily digestible by the actor (for humans, natural language,
for agent, statistics and numbers are more easily crunched).

Figure 3. Data mining interaction model
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4. INDUSTRY PROCESS MANAGEMENT

The term industry processes is used here to refer to processes that are
triggered by both e-market transactions and entrepreneurial intervention.
This is in-line with the term industry process re-engineering which concerns
the re-engineering of trans-corporate processes as electronically managed
processes. Industry process re-engineering addresses four issues:
complexity, interoperability, communication and management. Of these
four issues, complexity, communication and management are particularly
relevant here. Communication and management are dealt with by an agent
architecture described below.

All e-market transactions are managed as industry processes. The
problem of delivering information to both traders and entrepreneurs at the
right granularity and at the right time is also a process management problem,
as is the problem of effecting any intervention that may be triggered
indirectly by that information. A single business process system manages
the e-market transactions, the entrepreneurial intervention, and its delivery
of information. The complexity in managing e-market transactions stems
from the distributed nature of e-markets and from the complex time
constraints that govern the operation of e-markets. The complexity in
information delivery here stems from the unreliable and unpredictable nature
of the Internet, and the problem of delivering something useful and reliable
in the required time. This means that a powerful process management
system is required, particularly in its capacity to manage heavily constrained
and possibly interdependent processes of high value. The system used is a
multi-agent system that is based on a three-layer, BDI (Belief-Desire-
Intention) hybrid agent architecture.

Multi-agent technology is an attractive basis for industry process re-
engineering [6] [7]. A multi-agent system consists of autonomous
components that interact with messages. The scalability issue is “solved”—
in theory—by establishing a common understanding for inter-agent
communication and interaction. KQML (Knowledge Query and
Manipulation Language) is used for inter-agent communication [8].
Specifying an inter-agent communication protocol may be tedious but is not
technically complex. Standard XML-based ontologies will enable data to be
communicated freely [9] but much work has yet to be done on standards for
communicating expertise. Any process management system should take
account of the “process knowledge” and the “performance knowledge”.
Process knowledge is the information that has been accumulated,
particularly that which is relevant to the process instance at hand.
Performance knowledge is knowledge of how effective people, agents,
methods and plans are at achieving various things.
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5. E-MARKET AS A COLLABORATIVE VIRTUAL
PLACE

The collaborative market environment should seamlessly integrate the
mining and process models with the underlying technology and support both
social and negotiation interactions. Market activities are distributed by
nature, so there’s also a need to be able to handle all interactions in a single
‘logical’ location, which in turn allows convenience for research observation
and collection of strategies and behaviours within the market place.

Much research and development involved with collaborative virtual
environments (CVEs) [10] has been towards the implementation of ‘virtual
place’ models offering ways to handle information, communication and
additional functionality [11] [12]. Our approach describes a ‘virtual e-
market place’ that provides ‘virtual e-markets’ with an environment in which
the complete range of market and trade activities are naturally represented.

The model for the e-market place is shown in Figure 4. The Virtual
environment is at the centre of all activity. It is a distributed collaborative
environment implemented using Adobe Atmosphere technology and
facilitates the 3D representations of actors and markets over the Internet.
Within this environment we have built an e-market place. The e-market
place is a centralised location for the populations of e-markets. It is
essentially the hub for existing markets and for the creation of emerging new
markets alike. An e-market is a market area designated for trade and
activities. Markets are split into market areas and each e-market describes a
set of goods and/or services which are traded within the market. Fig. 4
shows a screenshot of the implementation of the virtual UTS environment.

The implementation of this virtual environment is divided to three areas.
These areas are marked as 1, 2 and 3 in Figure 5. Area 1 displays the 3-D
environment in which the user moves and interacts with the various agents.
The movement of the user’s avatar can be controlled through the keyboard
and mouse, and the interaction with the various environmental objects, such
as walls, desks etc., is as one would expect in the natural environment. Area
2 is used to display general information about a product (for example, its 3-
dimensional representation), comparisons between products in tabular
format, and tools that can facilitate the creation of new markets by the user.
Area 3 is used for facilitating the actor communications and dialogue and
displays the history of the dialog as it continues between a user and a virtual
agent. It is through this that the actors can converse with one another.
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Figure 4. E-market model for basic trade in 3 classes of goods

Another aspect of the virtual environment model is establishing a 3D
representation of the actors (including traders, etc). In the context of an e-
market, the representation should be understandable to all other actors, thus
a human who has entered the virtual environment should have an avatar
model assigned which shows where they are, the direction they are facing,
and any gestures communicated. Avatar models may also be customised to
signify specific traits, which may be used to identify individuals from others.

Figure 5. The virtual environment market place
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Finally, the virtual environment enables agent interaction in order to
interface data-mining information. The process agents described here are
the same as those described earlier in the data mining section and have
representations in the 3D context. Actors may utilise the mining methods
provided by the agents (via an agent avatar visualisation) in order to search
for relevant information from many sources across the Internet. They do this
in one of the two ways outlined earlier: data driven and hypothesis driven.
Agents will seek out information based on the goal and retrieve what is
available in a time constrained manner. The results are displayed in a
manner that is appropriate to the information to be visualised.

In order to fulfill these, further information will be required. How one
may determine whether a product is reasonably priced in this instance might
be a combination of comparing Internet prices, market trends for similar
products, and being able to negotiate a better price with the seller. The
former two would be something an agent might be able to provide visually
with data mining techniques, the latter is a social feature inherently tied with
markets. How one may determine whether a product is of good quality in
this instance might be a combination of Internet published reviews about the
product, technical forum views about the seller, and a visual 3D inspection
of the product itself.

Precisely what information is required and by when is another matter
for further research. Furthermore, there are a wide variety of other e-market
scenarios for which the constraints and the satisfying of the constraints
become considerably more complex. An example is for a multi-tier auction
for e-procurement over the Internet involving steel. In the e-market context,
it becomes a much more complex problem of how one would best go about
to achieve the best price (as a buyer and seller), however, it is reasonable to
suspect that it certainly involves timely, accurate and reliable information,
visualisation, and the ability to interact socially with those involved.

6. CONCLUSION

This research has described an implementation of a collaborative virtual
environment for e-markets permitting market activities and trade between
actors represented as virtual avatars. By enabling a singular virtual location
for activity, a smarter way of business is engaged by reducing information
overload to well organized visualisations and an environment for interactive
decision making and data mining. The merger of e-business with the feeling
of ‘place’ supplied by the 3D virtual context provides for a more coherent
and effective way of doing business.
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By constructing e-markets in the virtual world context, we are also
facilitating further research into what drives trade in the e-market context.
Having a centralised market activity centre allows unobtrusive observations
to be made about the way business is done, allowing discoveries about the
emerging processes between actors to be uncovered.

The reader may enter the UTS e-market place from the following URL
(you will need Internet Explorer 6 or newer, and the Adobe Atmosphere
plug-in): http://research.it.uts.edu.au/emarkets/tech_vw/demo/demo.html.
The e-market is still in prototypical form and consequently no formal
evaluations have been made at the time of writing.
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Abstract
This paper presents an artificial neural networks approach to the

estimation of effective stellar temperatures by means of optical spec-
troscopy.
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The present work is included in a global project, whose final objec-
tive is the development of an automatic system for the determination
of the physical and chemical parameters of stars. In previous works, we
designed a hybrid system that integrated neural networks, fuzzy logic
and expert systems to obtain the stellar spectral type and luminosity
in the MK standard system. Considering those results, we now pro-
pose the design of several neural networks for the calculation of stellar
temperatures.

The proposed networks have been trained with synthetic spectra that
were previously contrasted with statistical clustering techniques. The
final networks obtained a success rate of 88% for public catalogue spec-
tra.

Our final objective is to calibrate the MK classification system, ob-
taining thus a new relation between the temperature and the spectral
type.

Keywords: Neural Networks, Clustering Techniques, Stellar Physical Parameters,
Optical Spectroscopy

1. Introduction
This work is part of a global project that studies the last phases

of stellar evolution. Our main objective is to provide an automatic
system, based on artificial intelligence techniques, that contributes to
the determination of chemical and physical stellar parameters by means
of optical spectroscopy.

Spectroscopy is among the most powerful currently available tech-
niques for the study of stars and, in particular, their physical conditions
(temperature, pressure, density, etc.) and chemical components (H, He,
Ca, K, etc.). In general terms, a stellar spectrum consists of a black
body continuum light distribution, distorted by the interstellar absorp-
tion and reemission of light, and by the presence of absorption lines,
emission lines and molecular bands [Zombeck, 1990].

The stellar spectra are collected from telescopes with appropriate
spectrographs and detectors. Observers collect the flux distribution of
each object and reduce these data to obtain a one-dimensional spectrum
calibrated in energy flux and wavelength (Å).

As part of the above-mentioned global project, we have collected a
sample of approximately 400 low-resolution stellar spectra from astro-
nomical observations that were carried out at several telescopes. In order
to extract useful information from the individual spectra and to study
the evolution in the whole sample, we must determine the main stel-
lar parameters, such as spectral type, luminosity, temperature, surface
gravity, metallicity, etc.
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The estimation of the stellar parameters is often carried out by human
experts, who analyse the spectra by hand, with no more help than their
own experience. These manual analyses usually lead to a MK classifica-
tion of the spectra. The MK classification system was firstly proposed
in 1943 by Morgan, Keenan & Kellman [Morgan et al., 1943] and has
experienced many revisions ever since [Kurtz, 1984]. This bidimensional
system is the only one that is widely used for stellar classification. One
of its main advantages is that MK classifications are often static, be-
cause they are based on the visual study of the spectra and on a set of
standard criteria. However, the same spectra can be classified differently
by different experts and even differently by the same person at different
times.

Any classification system should hold a compromise between main-
taining the full information of the spectra and the need for a compact
summary of this information. An optimal summary is obviously ob-
tained by a study of the physical parameters.

The manual techniques that are currently used to estimate stellar pa-
rameters are very time-consuming and involve a great amount of human
resources. It would be highly advisable to dispose of automatic, fast
and efficient computational techniques that allow the experts to classify
a large number of spectra according to their physical parameters.

In previous works, we developed an expert system for the classification
of the stellar spectra of Post-AGB stars in the visible electromagnetic
spectral range. The obtained results led us to extend this system to
stars of different luminosities and to add new computational techniques,
such as fuzzy logic, in order to refine the automatic processing of spec-
tra. We have also tested feed-forward, radial-basis functions (RBF) and
self-organising neural networks in order to obtain the spectral type and
luminosity of stars through the analysis of their optical spectra. Com-
bining both techniques, we formalised a hybrid system that obtains MK
classifications and is able to determine the most appropriate method for
each spectrum type. A complete description of these works can be found
in [Rodriguez et al., 2003].

Our previous developments have proven that artificial techniques al-
low researchers to obtain the spectral type and luminosity of stars in a
fast, easy and accurate way. Neural networks in particular have given
excellent results, which is why this paper proposes the design and im-
plementation of several artificial neural networks to estimate the effec-
tive stellar temperature. By carrying out a sensibility analysis of this
technique in the estimation of the physical parameters of stars, we can
determine the best learning algorithm and network structure for this
specific problem.
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2. Methodology
As mentioned in Sect. 1, we have implemented artificial techniques

in order to obtain MK classifications. That first approach combined sig-
nal processing [Kalouptsidis, 1997], knowledge-based systems [Buchanan
and Shortliffe, 1984], fuzzy logic techniques [Bouchon-Meunier et al.,
1991] and artificial neural networks models [Arbib, 1995], integrated by
a relational database that stores and structures all the stellar informa-
tion. Table 1 contrasts the behaviour of the artificial techniques and
that of two human experts who collaborated on this project, applied to
100 unclassified spectra belonging to the standard atlas of spectra from
[Pickles, 1998].

These results led us to develop a final hybrid system based on an
expert system that determines the global type of each star and, according
to the type, sends the spectra to different neural networks in order to
obtain their spectral type as well as their luminosity level. The success
rate of that system was very similar to the agreement percentage between
experts in the field (about 80%). This paper does not describe the
development in detail: a more complete description of the models and
stellar parameters used can be found in [Rodriguez et al., 2003]. We
only include a brief explanation of the morphological algorithms so as
to clarify how the spectral parameters, used as the input layer of most
of the proposed neural networks models, are obtained and measured.

2.1 Morphological Analysis
Before presenting the spectra to the neural networks, we carry out a

morphological analysis of all the spectra in order to obtain the values
of the parameters that characterise each spectrum separately. These
spectral parameters include the measurement of 25 spectral features that
can be divided into three types:



ANNs for the Estimation of Stellar Parameters 49

Absorption and emission lines: including hydrogen, helium and
metallic lines (Ca, K, etc.).

Molecular bands: hydrogen and carbon absorption bands.

Rates between lines: CH-K rates, He-H rates.

From a morphological point of view, an absorption line is a descend-
ing (ascending for emission) deep peak that appears in an established
wavelength zone [Zwicky, 1957]. To accurately calculate the intensity of
each line, we carry out an estimation of the local spectral continuum.
That is

where  is the estimation of the continuum for sample is the flux
in sample N is the number of values used to calculate the local spectral
continuum, and X is a binary vector that indicates the representative
fluxes of the spectral continuum in the zone.

A molecular band is a spectral zone in which the flux suddenly de-
creases from the local continuum during a wide lambda interval [Zwicky,
1957]. For the molecular bands, this means that we only have to measure
their energy to decide if they are significant enough. That is

where is the flux of the band between the samples and L is the
projection line, E is the flux function, the wavelength, the left limit
of the band and the right limit.

2.2 Training and Validation Spectra
In order to build the training set of the artificial neural networks that

will be applied to the problem of estimation of stellar effective tempera-
tures, we have chosen a complete and consistent set of synthetic optical
spectra. The selected spectra were generated using the SPECTRUM v.
2.56. software written by Richard O. Gray. This software is a stellar
spectral synthesis program that allows us to obtain prototype spectra
of a chosen effective temperature and surface gravity. SPECTRUM is
distributed with an atomic and molecular line list for the optical spectral
region 3500 Å to 6800 Å, called luke.lst, suitable for computing synthetic
spectra with temperatures between 4000K and 20000K. The details on
the physics included in this sofware can be found in [Gray, 2003].
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For the generation of synthetic spectra we also used the models cal-
culated by Robert Kurucz [Kurucz, 1979]. The atmospheric model is
a tabulation of temperature and pressure at range of mass depths in
the stellar photosphere, calculated on the basis of a variety of opacity
sources. Each model is characterised by four parameters: effective tem-
perature metallicity ([M/H]), microturbulence velocity
and surface gravity

We generated a total of 350 solar metallicity spectra with effective
temperatures between 4000K and 20000K and surface gravity from 0.5
to 5.0. This set of synthetic spectra covers the spectral range K-B with
luminosity levels I to V (in the MK system). The spectra were generated
in the 3500-6800 Å range, which is the wavelength interval where the
software is capable of correctly obtaining synthetic spectra.

Before training the neural networks, the synthetic spectra were con-
trasted with statistical clustering techniques in order to verify their suit-
ability and to avoid dispersions in the whole sample.

Grouping techniques are often used as a tool to verify and test the
quality of an established clustering of data: the grouping algorithms
make their own division into classes of the input data. Our purpose was
to try to discard those spectra that were not similar to any others. We
implemented the max-min and K-clustering algorithms [Kaufman and
Rousseuw, 1990]. The data groups obtained by these two techniques
prevent us from using some of the initial spectra that could not be in-
cluded in any of the clusters. We also observed that the algorithms were
able to accurately group the spectra of low and medium temperatures
(4000K-8000K), although both techniques stored all the spectra with
temperatures above 8000K in the same category. Obviously, they are
not capable of separating spectra with temperatures higher than 8000K.
Finally, we built the training set with 348 synthetic spectra, excluding
those that were discarded by the clustering techniques.

As for the test set of spectra, we used the public catalogue of Pickles
[Pickles, 1998], choosing only the 79 spectra that match our temperature
range.

2.3 Artificial Neural Networks Implementation
The neural networks used in this experimentation are based on su-

pervised learning models and backpropagation networks [Rojas, 1996]
in particular. In our experiments, we have made use of three different
learning algorithms:

Standard backpropagation: as the most common learning algo-
rithm, it updates the weights after each training pattern.
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Enhanced backpropagation: it uses a momentum term that intro-
duces the old weight change as a parameter for the computation
of the new weight change.

Batch Backpropagation: in standard backpropagation, an update
step is performed after each single pattern; in batch backpropaga-
tion, all the weight changes are summed over a full presentation of
all the training patterns (one epoch). Only then, an update with
the accumulated weight changes is performed.

As for the topology, the different networks that were implemented
are shown in Table 2. These topologies have been tested for the three
backpropagation learning algorithms.

We built the input patterns for the nets with 659 flux values (from
3510 Å to 6800 Å), as well as with the 25 spectral features obtained
by means of the morphological algorithms described in Sect. 2.1. The
output of all networks is a continuous function that obtains the effective
temperature in the form

We used the Stuttgart Neural Network Simulator (SNNS v.4.1) [Zell,
2002] to implement the above described networks and to transform them
into C code, so they can be integrated into the previously developed tool.
In the training phase, the weights were updated in a topological order
and initiated randomly with values in the [-1, 1] interval.

During our experiments, we found that the best topology corresponds
to an enhanced backpropagation network 659:10:5:3:1; that is, a network
with 659 flux values in the input layer, three hidden layers with 10, 5
and 3 neurons respectively, and 1 neuron for the effective temperature
in the output layer.
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2.4 Enhanced Techniques
While analysing the success rates of the implemented neural networks

for each different temperature, we observed that all the networks have
a higher performance for temperatures between 4000K-8000K (less than
200K mean error). Considering this fact, we separated the input spectra
into two sets (4000K-8000K and 8000K-20000K) and trained the best
performance network once again, but only with the patterns that corre-
spond to spectra with temperatures in the interval 8000K-20000K. This
“overtrained” network resulted in a better performance for all the test
spectra.

An additional research consisted in analysing the weights of the output
layer units of the best network so as to determine, for each temperature
interval, which input parameters have more influence on the output. We
were able to reduce the inputs of the network because we considered only
the sufficiently significant flux values. This enhanced strategy allowed us
to obtain networks that converge sooner, and has resulted in a significant
improvement of the performance of the original artificial neural networks
(around 2%).

3. Discussion and Results
The best implemented neural networks are able to determine the tem-

perature of the 79 selected spectra from the test catalogue with an error
rate below 15% and a mean deviation of 300 K, according to the esti-
mation made by Pickles [Pickles, 1998].

The experts in this field usually work with a mean error of 10% of
the correct temperature. Taking this error rate into account, our neural
networks approach is able to correctly estimate 88% of the effective tem-
peratures with a minimal mean deviation of 3% (for the coolest stars)
and a maximum mean deviation of 7% (for the hottest stars). The final
performance is shown in Table 3.

As shown in the results, the best temperature estimations are reached
for cooler stars (4000K-8000K), whereas the stars with higher temper-
atures present a higher error rate; one explanation of this particularity
could be that the training set includes few stars of this temperature
range, because the models on which we based the generation of the
synthetic spectra (Kurucz) can generate only 1 “hot spectrum” for ev-
ery 4 “cool spectra”. Including more spectra for higher temperatures
is not meaningful, because the error bar for this interval is established
in 1000K. So, for higher temperatures, we can only include one sample
spectrum for every 1000K, whereas for cool stars, where the error bar
is 250K, we can include four samples. In future extensions, we hope
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to increase the success rate for hot stars by designing a net of neural
networks that includes different trained networks for hot and cool stars.

4. Conclusions
This paper has presented a computational approach to the estimation

of the physical parameters of stars and, in particular, the calculation of
effective temperature by means of artificial neural networks.

We have described several models of neural networks and analysed
their performance and results to discover the best approach to the es-
timation of each temperature range. Backpropagation networks were
trained with approximately 350 synthetic spectra that were previously
contrasted with statistical clustering techniques. In order to obtain the
input patterns of the neural networks and extract and measure spectral
features, we used the morphological analysis algorithms that were de-
veloped in the expert systems approach. Several networks were trained
with this parameterisation, and other networks with full flux values; the
second strategy yielded the best performance.

The best networks have reached a success rate of approximately 88%
for a sample of 79 testing spectra from public catalogues. For the de-
velopment and evaluation of the system, we can count on the essential
collaboration of experts from the area of Astronomy and Astrophysics
of the University of A Coruña.

As an additional study, the best implemented networks were analysed
to determine the flux values that are more influential in the output for
each temperature interval; by training the networks with these small
input patterns, we increased the performance of the original networks.

At present, we are analysing other types of neural structures and
learning algorithms in order to improve the classification properties. We
are also studying the influence of differences in signal to noise ratio
in the resulting classification, since our final objective is to obtain a
calibration that can determine our own relation between temperature



54

and MK classifications. We are also completing the development of our
stellar database, STARMIND (http://starmind.tic.udc.es), to make it
accessible through the Internet.
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Abstract The methodology of artificial evolution based on the traditional fitness function
is argued to be inadequate for constructing the entities with behaviors novel to
their designers. Evolutionary emergence via natural selection(without an explicit
fitness function) is a promising way. This paper primarily considers the question
of what to evolve, and focuses on the principles of developmental modularity
based on neural networks. The connection weight values of this neural network
are encoded as genes, and the fitness individuals are determined using a genetic
algorithm. In paper we has created and described an artificial world containing
autonomous organisms for developing and testing some novel ideas. Experimen-
tal results through simulation have demonstrated that the developmental system
is well suited to long-term incremental evolution. Novel emergent strategies
are identified both from an observer’s perspective and in terms of their neural
mechanisms.

Keywords: Natural selection, development neural network, evolutionary algorithm, novel
behavior.

Introduction
The goal of artificial life presents us with the problem that we do not under-

stand natural life well enough to specify it to a machine. Therefore we must
either increase our understanding of it until we can, or create a system which
outperforms the specifications we can give it. The first possibility includes the
traditional top-down methodology, which is clearly as inappropriate for ALife
as it has been proved to be for artificial intelligence. It also includes man-
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ual incremental(from bottom to up) construction of autonomous systems with
the aim of increasing our understanding and ability to model life by building
increasingly impressive systems, retaining functional validity by testing them
within their destination environments. The second option is to create systems
which outperform the specifications given them and which are open to produce
behaviors comparable with those of (albeit simple) natural life. Evolution in
nature has no(explicit) evaluation function. Through organism-environment
interactions, including interactions between similarly-capable organisms, cer-
tain behaviors fare better than others. This is how the non-random cumulative
selection works without any long-term goal. It is why novel structures and
behaviors emerge.

As artificial evolution is applied to increasingly complex problems, the diffi-
culty in specifying satisfactory evaluation functions is becoming apparent–see
[1], for example. At the same time, the power of natural selection is being
demonstrated in prototypal systems such as Tierra and Poly-World[2]. Artifi-
cial selection involves the imposition of an artifice crafted for some cause ex-
ternal to a system beneath it while natural selection does not. Natural selection
is necessary for evolutionary emergence but does not imply sustained emer-
gence (evermore new emergent phenomena) and the question “what should we
evolve?” needs to be answered with that in mind[3]. This paper sets out to an-
swer that question. Further discussion concerning evolutionary emergence can
be found in [4], along with evaluations of other natural selection systems. Note
that an explicit fitness landscape is not a requirement for artificial selection and
so an implicit fitness landscape does not imply natural selection.

General issues concerning long-term evolution have been addressed by Har-
vey’s Species Adaptation Genetic Algorithm’(SAGA) theory[5]. He demon-
strates that changes in genotype length should take place much more slowly
than crossover’s fast mixing of chromosomes. The population should be nearly-
converged, evolving as species. Therefore the fitness landscape (actual or im-
plicit) must be sufficiently correlated for mutation to be possible without dis-
persing the species in genotype space or hindering the assimilation by crossover
of beneficial mutations into the species.

1. Designing Evolutionary Robot
Neural networks are the straightforward choice because of their graceful

degradation (high degree of neutrality). But how should the network structure
be specified? The evolutionary emergence of novel behaviors requires new
neural structures. We can expect most to be descended from neural structures
that once have different functions. There are many known examples of neural
structures that serve a purpose different from a previous use. Evidence from
gene theory tells us that genes are used like a recipe, not a blueprint. In any cell,
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at any stage of development, only a tiny proportion of the genes will be in use.
Further, the effect that a gene has depends upon the cell’s local environment–its
neighbors.

Two sections above are related: for a type of module to be used for a novel
function(and then to continue to evolve from there), without loss of current
function, either an extra module must be created or there must be one spare’
(to alter). Either way, a duplication system is required. This could be either by
gene duplication or as part of a developmental process.

Gene duplication can be rejected as a sole source of neural structure dupli-
cation, because the capacity required to store all connections in a large network
without a modular coding is genetically infeasible. Therefore, for the effective
evolutionary emergence of complex behaviors, a modular developmental pro-
cess is called for. For the sake of research validity (regarding long-term goals),
this should be included from the outset.

Gruau’s cellular encoding: Gruau used genetic programming(GP) to evolve
his cellular programming language’ code for developing modular artificial neu-
ral networks[6, 7]. The programs used are trees of graph-rewrite rules whose
main points are cell division and iteration. The crucial shortcoming is that
modularity can only come from either gene duplication (see objections above)
or iteration. But iteration is not a powerful enough developmental backbone.
Consider, for example, the cerebral cortex’s macro-modules of hundreds of
mini-columns. These are complicated structures that cannot be generated with
a repeat one hundred times: mini-column’ rule. There are variations between
modules.

Cellular automata: Many researchers have used conventional cellular au-
tomata (CA) for the construction of neural networks. However, such work is
more at the level of neuron growth than the development of whole networks.
Although CA rules are suited to the evolution of network development in prin-
ciple, the amount of work remaining makes this a major research hurdle.

Diffusion models: while there are a number of examples of work involving
the evolution of neural networks whose development is determined by diffu-
sion along concentration gradients, the resulting network structures have (to
date) been only basic. So as to concentrate on the intended area of research,
these models have also been passed over.

Lindenmayer systems: Kitano used a context-free L-system[8, 9] to evolve
connectivity matrices. The number of rules in the genotype was variable. Boers
and Kuiper used a context-sensitive L-system to evolve modular feed-forward
network architecture[10, 11]. Both these works used backpropagation to train
the evolved networks. Also, the resulting structures were fully-connected clus-
ters of unconnected nodes(i.e. no links within clusters and if one node in clus-
ter A is linked to one node in cluster B then all nodes in A are linked to all in
B). It may be that the results achieved reflect the workings of backpropaga-
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Figure 1. Schematic block diagram of a neuron (from Cliff, Harvey and Husbands, 1992).

tion more than evolution. However, these works demonstrated the suitability
of L-systems to ‘non-iterative modular’ network development.

2. The Neural and Development Systems
The artificial neural networks used here are recurrent networks[12, 13]. Let

the current node be and excitatory output at time is in-
hibitory output is Let the node which links to the current node be

and the value of noise be then

Where
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Developmental system: A context-free L-system was designed for the evo-
lution of networks of these neurons. Specific attention was paid to producing a
system in which children’s networks resemble aspects of their parents’. Each
node has a bit-string ‘character’(label) associated with it, initialized at con-
struction and modifiable during development. These characters may be of any
non-zero length. A node may be network input, network output, or neither, as
determined by an axiom(birth) network and development.

A production rule matches a node if its predecessor is the start of the node’s
character. The longer the matching predecessor, the better the match; the best
matching rule (if any) is applied. Thus ever more specific rules can evolve
from those that have already been successful. The production rules have the
following form:

Where:
P Predecessor (initial bits of node’s character)

Successor 1: replacement node’s character
Successor 2: new node’s character bits link details [0=no,1=yes]

reverse types [inhibitory/excitatory] of (input, output) links on
(inhibitory, excitatory) link from to
(inhibitory, excitatory) link from to

If a successor has no character (0 length) then that node is not created. Thus
this predecessor node may be replaced by 0, 1 or 2 nodes. The ‘replacement’
successor (if it exists) is just the old (predecessor) node, with the same links but
a different character. The new successor (if it exists) is a new node. It inherits
a copy of the old node’s input links unless it has a link from the old node or

It inherits a copy of the old node’s output links unless it has a link to the old
node or New network input nodes are (only) produced from network
input nodes and new network output nodes are (only) produced from network
output nodes. Character-based matching of network inputs and outputs ensures
that the addition or removal of nodes later in development or evolution will not
damage the relationships of previously adapted network inputs and outputs.

Genetic decoding of production rules: The genetic decoding is loosely
similar to that in [10]. For every bit of the genotype, an attempt is made to
read a rule that starts on that bit. A valid rule is one that starts with 11 and has
enough bits after it to complete a rule.

To read a rule, the system uses the idea of ‘segments’. A segment is a bit
string with its odd-numbered bits all 0. Thus the reading of
a segment is as follows: read the current bit; if it is a 1 then stop; else read
the next bit–this is the next information bit of the segment; now start over,
keeping track of the information bits of the segment. Note that a segment can
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be empty (have 0 information bits). The full procedure to (try to) read a rule
begins with reading a segment for each of the predecessor, the first successor
(replacement node) and the second successor (new node). Then the six link-
details bits represented by the binary strings are read, if possible. This example
is represented in table 1.

3. Experimental Scheme
To develop and validate the method above, a simple ALife system has been

created. ‘Life’ is a two-dimensional world of artificial organisms each of which
controlled by a neural network using the developmental system above. Evolu-
tion is strictly controlled by natural selection. There are no global system rules
that delete organisms; this is under their own control.

The experimental world (Figure 2) is divided into a grid of squares; usually
20 × 20 of them. No two individuals may be within the same square at any
time. This gives the organisms a ‘size’ and puts a limit on their number. They
are otherwise free to move around the world, within and between squares. As
well as a position, each organism has a forward (facing) direction, set randomly
at birth.

Algorithm
Initialization
Every square in the world has an individual with a single-bit genotype ‘0’ born
into it.
Main Loop
In each time step (loop), every individual alive at the start of the cycle is pro-
cessed once. The order in which the individuals are processed is otherwise
random. These are the steps involved for each individual:

Network inputs are updated.

Development–one iteration.

Update all neural activations including network outputs.
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Figure 2. The experimental world (a two-dimensional toroidal virtual world containing au-
tonomous organisms).

Actions associated with certain network outputs are carried out accord-
ing to those outputs. These actions are: “reproduce”, “fight”, “turn clock-
wise”, “turn anti-clockwise”, and “moveforward”.

Neural Network Details
The axiom network consists of three nodes with two excitatory links:

The network output node’s character (01) matches reproduction. The network
input node’s characters(left input 01) match this, without matching any of the
other action characters. Finally, the hidden node’s characters neither match
other node’s characters or the action characters nor are matched by the other
nodes’ or the action characters. Development takes place throughout the indi-
vidual’s life, although necessary limits on the number of nodes and links are
imposed.

Interactions Between Organism and Environments
Five built-in actions are available to each organism. Each is associated with

network output nodes whose characters start with a particular bit-string:

01*

100*

101*

110*

Try to reproduce with organism in front

Fight: Kill organism in front (if there is one)

Turn anti-clockwise

Turn clockwise
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111* Move forward (if nothing in the way)

For example, if a network output node has the character string 1101001, the
organism will turn clockwise by an angle proportional to the node’s excitatory
output. If an action has more than one matching network output node then the
relevant output is the sum of these nodes’ excitatory outputs, bounded by unity
as within any node. If an action has no output node with a matching character,
then the relevant output is noise, at the same level as in the (other) nodes.

Both reproduce and fight are binary actions. They are applied if the relevant
output exceeds a threshold and have no effect if the square in front is empty.
To turn and move forward are done in proportion to output.

When an organism reproduce with a mate in front of it, the child is placed
in the square beyond the mate if that square is empty. If it is not, the child
replaces the mate. An organism cannot reproduce with an individual that is
fighting if this would involve replacing that individual. Reproduction involves
crossover and mutation. Life’s crossover always offsets the cut point in the sec-
ond individual by one gene, with equal probability either way–which is why
the genotype lengths vary. Mutation at reproduction is a single gene-flip(bit-
flip). An organism’s network input nodes have their excitatory inputs set to
the weighted sum of ‘ matching’ output nodes’ excitatory outputs from other
individuals in the neighborhood. If the first bit of an input node’s character
is 1 then the node takes its input from individuals to the right hand side (in-
cluding forward-and back-right), otherwise from individuals to the left. An
input node ‘matches’ an output node if the rest of the input node’s character
is the same as the start of the character of the output node. For example, an
input node with character 10011 matches(only) output nodes with character’s
starting with 0011 in the networks of individuals to the right. Weighting is in-
versely proportional to the Euclidean distances between individuals. Currently
the input neighborhood is a 5 × 5 area centered on the relevant organism.

4. Experimental Results
Kin similarity and convergence: When two Life organisms (with networks
developed from more than just a couple of production rules each) reproduce,
the child’s network almost always resembles a combination of the parents’
networks. Examination of networks from Life’s population at any time shows
similarities between many of them. The population remains nearly converged,
in small numbers of species, throughout the evolution. The criterion of a suf-
ficiently correlated (implicit) fitness landscape has been met by the develop-
mental system, making it suitable for long-term evolution.
Emergence of increasing complexity: Once Life has started, there is a short
period while genotype lengths increase until capable of containing a produc-
tion rule. For the next ten to twenty thousand time steps (in typical runs),
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Figure 3. A neural network of a dominant organism.

networks resulting in very simple strategies such as ‘do everything’ and ‘al-
ways go forwards and kill’ dominate the population. Some networks do better
than others but not sufficiently well for them to display a dominating effects. In
every run to date, the first dominant species that emerges has been one whose
individuals turn in one direction while trying to fight and reproduce at the same
time. Figure 3 shows an example of such an individual, after the user dragged
the nodes apart to make detailed examination possible. Note the outputs o101,
o01 and o100 (turn anti-clockwise, reproduce and fight). Note also the large
number of links necessary to pass from inputs to outputs, and the input char-
acters which match non-action output characters of the same network (o000,
o00). Individuals of this species use nearby members, who are also turning in
circles, as sources of activation (so keeping each other going).

Although this is a very simple strategy, watching it in action makes its suc-
cess understandable. Imagine running around in a small circle stabbing the air
in front of you. Anyone trying to attack would either have to get his timing
exactly right or approach in a faster spiral–both relatively advanced strategies.
These individuals also mate just before killing. The offspring (normally) ap-
pear beyond the individual being killed, away from the killer’s path. Because
of the success of this first dominant species, the world always has enough space
for other organisms to exist. Such organisms tend not to last long; almost any
movement will bring them into contact with one of the dominant organisms.
Hence these organisms share some of the network morphology of the dominant
species. However, they can make some progress: Individuals have emerged
that are successful at turning to face the dominant species and holding their di-
rection while trying to kill and reproduce. An example of such a ‘rebel’ (from
the same run as Figure 3 is shown in Figure 4.

Running averages of the number of organisms reproducing and killing (Fig-
ure 5) suggest that further species emerge. However, organisms have proved
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Figure 4. A neural network of a rebel organism.

Figure 5. Typical running averages of the number of organisms reproducing and killing.

difficult to analyze beyond the above, even at the behavioral level. All that can
currently be said is that they share characteristics of the previous species but
are different.

5. Conclusions
The algorithm proposed in this paper is novel, feasible. Although the behav-

iors that emerged are very low-level, they are encouraging nonetheless, for the
increases in complexity were in ways not specified by the design. It is difficult
to evaluate any ongoing emergence because of the difficulty in analyzing later
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organisms. Either tools to aid in such analysis will have to be constructed, or a
more transparent system should be created.

In work involving pure natural selection, the organisms’ developmental and
interaction systems are analogous to the fitness functions of conventional ge-
netic algorithms. While the general aim involves moving away from such
comparisons, the analogy is useful for recognizing how the epistasis of fitness
landscape issue transfers across: Certain ontogenetic and interaction systems
can result in individuals with similar genotypes but very different phenotypes.
The results show that Life’s developmental system does not suffer from this
problem, making it suitable for long-term incremental evolution. This is a sig-
nificant result for a modular developmental system.

This work has made it clear that the specification of actions, even at a low-
level, results in the organisms being constrained around these actions and limits
evolution. Alternatives in which the embodiment of organisms is linked to their
actions that need to be further investigated.

1

2

3

The evolutionary robots can learn and integrate the visual behaviors and
attention autonomously with biologically motivated visual behaviors co-
operated as parallel, complementary and “highly coupled processes” in
the tracking systems, simplifying the acquisition of perceptual informa-
tion and system modeling and control;

Combining competitive coevolutionary genetic programming with evo-
lutionary learning, and creating evolutionary robotics with advanced com-
plex vision systems, performing more complex obstacle avoidance be-
havior and target approach activity;

Evolutionary robots can solve out problems on obstacle avoidance and
target approach autonomously by self-learning environments knowledge
based on competitive coevolutionary genetic programming.
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Abstract: A fuzzy logic controller with the fuzzy knowledge base: scaling factors of the
input/output variables, membership functions and the rules are optimized by
the use of the genetic algorithms, is presented in this work, and its application
in the highly nonlinear systems. The fuzzy structure is specified by a
combination of the mixed Sugeno’s and Mamdani’s fuzzy reasoning. The
mixed, binary-integer, coding is utilized to construct the chromosomes, which
define the set of necessary prevailing parameters for the conception of the
desired controller. This new controller stands out by a non standard gain
(output scaling factor) which varies linearly with the fuzzy inputs. Under
certain conditions, it becomes similar to the conventional PID controller with
non-linearly variable coefficients. The results of simulation show, well, the
efficiency of the proposed controller.

Key words: Genetic algorithms, fuzzy controller, PID

1. INTRODUCTION

The control of complex systems, that are nonlinear or contains an
unknown dynamics, is a difficult task. In addition, the desired performances
become more and more severe. It is one of the raisons that lead to the
apparition of new control methods that are more sophisticated.

The apparition of the fuzzy logic formalism [1] gave birth of a new
approach, where the control laws are replaced by a set of linguistic rule,
determines the control strategies and objectives. This approach requires the
knowledge of the human appraisal (experience). The fuzzy systems
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performances depend on the exactness of the obtained knowledge’s. These
problems have lead to the development of hybrid systems that could unite
the training capacities of the neural networks and the decision capacities of
fuzzy systems. The main objective of hybrid systems is the design of fuzzy
controllers with optimum parameters.

In this hybridization, the network topology is specified by the type of the
inference and by the fuzzy rules used (Sugeno’s or Mamdani reasoning).

The training allows us to adjust the weights of the network, that
constitute the base of the fuzzy knowledge, by the minimization of a given
cost function that depends on the performances and the desired control
strategy.

The backpropagation, based upon the usual gradient method, suffers from
convergence problems. This constitutes a constraint that degrades the
efficiency degrees of the fuzzy neural controllers.

The genetic algorithms (GA), inspired from the natural genetics [2],
become a powerful competitor in the parameter optimisation domain
necessary for the design of optimal fuzzy controllers.

Designing an optimal fuzzy controller is, then, a selection of an optimal
vector of parameters or variables that will minimize a certain cost function
subject to some constraints. Then, we can expect that simultaneous use of
the combined fuzzy-genetic approaches lead to the construction of a fuzzy
inference system whose structural parameters (its fuzzy knowledge base) are
optimized by the GA. The main objective is to exploit the effectiveness of
each to build more flexible and efficient controllers.

This article is divided in two main parts:
Description of the methodology of conception of the fuzzy neural

controller.
Simulation and results of the application of the new controller on an

example of nonlinear systems.

2. METHODOLOGY OF CONCEPTION

Mamdani’s and Sugeno’s models are the basis of the majority of the fuzzy
controllers used in the literature of the domain of the fuzzy logic control.
The main difference between the two reasonings resides in the way of
assessment of the consequences of the fuzzy rules. In the method of
Mamdani [3-4], every rule is represented by a conjunction (MIN) and the
aggregation of the rules by a disjunction (MAX). In this model, the
consequences are independent of the controller’s entries. The link between
the conditions and the actions is achieved, solely, by operators.
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Takagi-Sugeno and Kang [5] proposed a model to develop a systematic
approach for a generation of fuzzy rules from the data set of input-output
(I/O). A rule of this type has the following shape:

Generally possesses a polynomial form of and

This form is called the model of Sugeno of order one. In some cases,
must be constant (Sugeno of order zero). The determination of the
coefficients of the consequences must be made by a parametric identification
method [6].

The methods of defuzzification adapted to this form of rules are based on
the approach: Defuzzify Without Combining (DWC). The more used is the
one weighted-average defuzzification, given by:

Where M is the number of the rules and is the degree of activation of
the ith rule calculated either by the operator of conjunction (MIN) or the
arithmetic product.

The simplicity and the reduced execution time present two advantages of
the Sugeno’s approach. Its simplicity of implementation has attractes the
attention of several researchers [7-8]. The main goal is to develop new
technics to reduce the number of parameters of the consequences that
burdens the Sugeno’s method.

Hao Ying [9] proposed an analytical method of treatment of the Sugeno
controller’s. The output polynomials are proportional one of the other. While
introducing some modifications to the level of the form of the rules, one
gets:
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Where,

Using the weighted-average defuzzification method, the digital output for
a set of entries and is given by:

Where M is the number of the rules and is the degree of activation of
the rule calculated either by the operator of conjunction (MIN) or the
arithmetic product, represents the center of gravity of the fuzzy set output
(singleton) of the rule.

Under the vectorial form:

The expression (7) becomes:

Where,



Control Of Overhead Crane By Fuzzy-PID 71

The expression represents an association of the linear
controllers, which contain the linear PID controller as a special case
The following three-input variables are used by the discrete-time PID control
in incremental form:

Where and y(n) are a set-point/reference signal for process output
and the process output at sampling time n, respectively.

According to data of the problem to treat, the output variable can be the
action of control or its variation. It is sometimes discriminating to formulate
the rules of inference so that the response signal intervenes like increment of
the control signal between the instants n and n-1:

With respects of the saturation regions:

The increment permits to introduce an integral behaviour to the global
controller level. In the rest of this paper, we denote the output and the
change in output as U(n) and at time n, respectively.

In the case of the direct action control, the controller’s output form will be
given by:

The law of PD controller in its incremental or discreet form is given by:

Where, and are constant gains named proportional-gain, and
derivative-gain, respectively. It returns the controller equivalent to a PD with
gains and variables and non-linear, since the output of a fuzzy
system is non-linear in relation to these entries.

In the case of the control variation, the output controller’s will be:
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By analogy with a PI and a PID in the discrete-time form, the control
variation is:

The relation (14) can write itself as follows:

This last is similar to the one of the expression (16), only the constant
gains and are replaced by nonlinear factors:
et respectively.

Generally, the control of the complex systems by a PID presents a delicate
task. The solution of the problem comes back to choose or to develop an
efficient method for the determination of the gains of different actions, or the
combination of the PID with other more sophisticated methods very adapted
to the complexity and to the nature of the industrial processes.

The controller so developed presents a way of this hybridization, whose
goal is to take advantage on the one hand of the precision of the
mathematical model of the PID, on the other hand, of the suppleness of the
elements manipulated by the fuzzy logic. What drives to the realization of a
fuzzy controller to one degree of autonomy.

3. CONTROL STRUCTURE

Figure 1 shows the structure of the command system that contains four
blocks:

Optimization block characterized by GA.
Structural block representing the fuzzy controller.
Decisions block defining the performances criteria.
System block to be controlled.
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Figure 1. Control structure.

The interaction between these four blocks is summarized by the flow chart
represented by figure 2.

Figure 2. Interaction between the different blocks of the control structure.
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4. PARAMETERS CODING

The difference between the genetic algorithms used in the literature
resides to the levels of the coding (binary, integer or real) and the genetic
operators adapted to every coding type [13].

The introduction of the coding mixed, binary-integer, multiparametered
and concatenated permits to construct the chromosome of the GA. This
technique allows or encourages the coding and the successive juxtaposition
of the different parameters. The parameters to optimize are:

The widths of the fuzzy subsets associated to the spaces of I/O,
binary-coded.
The rules or the centers of the fuzzy subsets of the consequences
are coded in integer. Every center is coded by a number included
between 1 and the maximal number N of the fuzzy subsets of the
output space [10-12].
The coefficients associated to the
scaling factors of I/O are binary-coded.

Every chromosome can represent a solution of the problem, that is, a
fuzzy optimal knowledge base. Its structure is represented by the figure 3.

and are the codes of the widths of the universes of
discourses of the fuzzy subsets (ZE) of the entries and of the output U,
respectively.

The are the codes of the conclusions characterizing the centers of the
output fuzzy subsets and and are the codes of the
coefficients of the scaling factors of the I/O variables.

5. MECHANISM OF THE GA

The genetic algorithms are stochastic procedures of research and
exploration, inspired from the natural genetics. The figure 4 summarizes the
principle of the standard GA.

The GA uses the selection by wheel of lotteries for the reproduction, two
points crossover and the mutation operators.
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Figure 3. Structure of the chromosome.

Figure 4. Execution process of the GA.
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If the mutation, takes place in the binary-coded part, the operator of
mutation has the same principle that the one of the standard mutation. If the
mutation takes place in the integer part, instead of changing a 1 in 0 or 0 in
1, we change the allele by a random from value 1 to N different from its
actual value.

Figure 5. Mutation.

Finally, to put a limitation to the genetic divergence, one of the elitism
strategies has been introduced. This last, based on the technic of the steady-
state selection, permits to construct a new more effective generation than the
previous. The criterion of stop of the GA is fixed by a, well determined,
number of generations (Max-Gen).

The validity of the methodology and that of the form of command (PD
non linear) are tested on the overhead crane considered as a non-linear,
single input / multi-output system (SIMO).

6. SIMULATION

Figure 6 shows the schematic diagram of the crane system [14], as well
as its structure. The dynamics of the system are characterized by:

Figure 6. Overhead crane structure.
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Where, and F are the mass of the wagon, load mass, crane
position, the angle of the segment in respect to the vertical axis, and driving
force, respectively. The numerical used data in the simulation are: L = 1m,

The objective of the control is to generate a sequences of actions F(in
Newton) permitting to consolidate the system in a desired state from a
predetermined initial state.

The overhead crane system has four state variables If the
fuzzy controller has N inputs, there will be items of rules even if every
variable has M fuzzy subsets. It becomes difficult to design the fuzzy
controller. The solution is to divide the system in sub-systems.

Liu Diantong in [14] proposed one controller with two fuzzy sub-
controllers: displacement fuzzy controller is used to control load
displacement and anti-swing fuzzy controller is used to damp load swing.
Figure 7 is the schematic diagram of the control system.

The adapted chromosome structure for this system has the same form of
the figure 3, but doubled. A part for and the other for The
control system will be the superposition of the two outlays of the two
controllers.

In this application the objective function responsible for the ordering of
the chromosomes in the population is:

The controller thus developed for this application is
characterized by: (5×5×5, 5×5×5), i.e., five fuzzy subsets for each I/O
variables. What gives to the total 25×2 rules.

Every chain of the population will contain 95×2 alleles (10 bits for each
of the widths of the universe of discourses, 25×2 integers for the rules and
10 bits for every coefficient of the gains). The parameters of the GA are
presented in table 1.
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The parameters, and and
The initial conditions used in this simulation are:

Figure 7. Schematic diagram of the control

Figure 8. Evolution of the objective function.

Simulation results from initial state (10, 0, 30, 0) to target state (10, 0, 0,
0) are shown in figure 9. The generated force is presented by the figure 10.

Figure 8 indicates the evolution of the objective function. The rule base
gotten at the end of execution of the GA is:



Control Of Overhead Crane By Fuzzy-PID 79

Figure 9. Evolution of the state variables.

Figure 10. Output control.
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7. CONCLUSION

In this work, the proposed controller has been applied to control the
overhead crane system. The efficiency of this approach is measured by the
controller’s capacity to bring back the crane to its desired state.

One can say that this controller manages to achieve the desired task,
which justifies the efficiency of the proposed conception method.

The association of the fuzzy reasoning and the genetic algorithms
constitute an efficient means to exploit the power and the suppleness of the
elements manipulated by these different procedures and approaches
intervening in the phase of the conception and add to the resulted controller
an <<intelligent” functionality that is the goal aimed by the
intelligent controllers.
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Abstract: The present paper proposes a novel idea used to conceive a proper fuzzy logic
controller for an industrial application. Generally, the design of fuzzy logic
controller is treated as numerical optimisation problem. Genetic algorithms
and neural networks are the main techniques used to adjust the values of fuzzy
logic controller parameters. The majority of approaches start with an empty
fuzzy logic controller, having default parameters, and make improvement over
the previous one. This operation is not really a design activity; it’s better
called a learning process. In this work we regard the conception of a fuzzy
logic controller as creative designing problem. We import from AI-creative-
design community three methods: decomposition, co-evolution and
emergence; we apply these techniques to combine elementary components in
order to generate a fuzzy logic controller.

Key words: Fuzzy Logic Controller, Artificial Intelligence, Creative Designing.

1. INTRODUCTION

As we attempt to solve real-world problems, we realize that they are
typically ill-defined systems, difficult to model and with large-scale
solutions spaces. In these cases precise models are impractical, too
expensive, or non-existent. The relevant available information is usually in
the form of empirical prior knowledge and input-output data representing
instances of the system’s behavior. Therefore, we need approximate
reasoning systems capable of handling such imperfect information.
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In an industrial textile company called SITEX, for example, we have to
develop a fuzzy logic controller (FLC) to control the color shading (nuance)
of yarns to produce denims with specific shading. The shading of the denims
is the change in appearance due to the color, the distortion and the
orientation of the yarns. The shading is basically a difference in light
reflection not a change in color or hue, therefore quantitative evaluation of
the correlation between the shading of the yarns and the shading of the
fabrics is virtually impossible to achieve. In addition, the available
parameters of this problem do not define the solution directly; they define a
set of components from which the solution is constructed. The only available
parameters are: the shading of the yarns, the recipe of the washing and the
shading of the fabrics.

Manually designing an FLC to satisfy such requirements is difficult if not
impossible to do. Instead, we used to apply two professional learning
methods: ANFIS and FuzzyTech [11][12]. Unfortunately, the results are not
satisfied. We guess that the system is highly ill-defined.

In the next we propose our experience considering a fuzzy system as a
creative object. We explain shortly three techniques used to model the
creative design phenomena. Section two deals with the general model of co-
evolution process in design, section three explains the hierarchical
decomposition of an FLC, section four presents the computational modeling
of emergence, section five presents the co-evolution of fuzzy logic controller
and finally a conclusion.

2. FRAMEWORK OF CO-EVOLUTIONARY
DESIGN

The AI-Design community regards the design as a state-space search
where problem leads to solution. To be more practical, there are many
versions of solution generated during the course of design, where each
current one is, in general, an improvement over the previous one. This kind
of synthesis of solutions can be viewed as an evolutionary system over time.

In effect, this simplified view faces a lot of challenges: (1) evolutionary
design systems explore new ways to construct solutions by changing the
relationships between components; (2) It can vary the dimensionality of the
space by adding and removing elements; (3) It can explore alternatives
instead of optimising a single option. However, the major criticism is on the
assumption that the problem “or fitness function” is defined once-and-for-
all. This is definitely not true for design. The central principle behind the
opposing views is that design should be considered as an iterative process
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where there is interplay between fitness reformulation and solution
generation. The evolution of both the solution and the fitness lead to the so-
called co-evolutionary design (figure 1).

Figure 1. General framework of co-evolutionary design

3. EMERGENCE IN CREATIVE DESIGN

Emergence is another issue that recently drawn the attention of research
workers in the design community, e.g. Gero & Yan [13], Gero, Damski &
Jun [14], Edmonds & Soufi [15] etc. It is an important research issue in
biology as well as in creative design. The definitions offered from the design
community are usually applied to shape only. Hence, attempts are made to
borrow definitions of emergence from other research communities to enrich
our understanding. Since the ALife (Artificial Life) research community has
also put emergence high on its research agenda.

Emergence is defined as a recognition of collective phenomena resulting
from local interactions of low level units. A complex evolving representation
can thus be classified as an emergent representation. In general, the methods
of Gero & Schnier [16] do not specify whether the evolving representation is
structure or behaviour. In figure 2, we consider the evolution of the two first
level.
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Figure 2. Direct application of evolving representation (Emergence in level 1 and 2)

4. HIERARCHICAL DECOMPOSITION OF FUZZY
LOGIC CONTROLLER

Another important agenda follow, which is the decomposition of one
problem into hierarchical structure, Simon [9] points out that it is only
possible for complex organisms to evolve if their structure is organised
hierarchically. Indeed, the generation of an object can be achieved through
the recursive generation of its components until a level is reached where the
generation becomes one of generating an element which is composed of
basic units (Figure 2). The advantages of such a hierarchical approach are
that only those factors relevant to the design of that component are
considered and factors relevant to the relationships between components are
treated at their assembly level. According to the evolutionary design process
model offered by Gero [10], each two successive levels in the hierarchy can
be considered as two state-spaces (solution-space and problem-space), the
solution space can be considered to contain structure elements where the
design process is to search the right combination of structure elements to
satisfy the required behaviour. Co-evolutionary design process is suitably
applied to model this problem design exploration; this is graphically
illustrated in section 5.
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Figure 3. Multi-level decomposition of three variable fuzzy logic controller (combination
and propagation)

5. CO-EVOLUTIONARY DESIGN OF FUZZY
LOGIC CONTROLLER

The previous co-evolution model is applied to evolve the five levels of
the decomposed FLC.

Figure 4. “Problem leads to Solution” or
synthesis

Figure 5. “Solution refocuses the Problem”

or reformulation
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6. CONCLUSION

In this paper, we presented briefly one novel form to design a fuzzy logic
controller. By making the good decomposition of the FLC, the design
becomes a combination of the basic elements. In each level of abstraction, a
genetic algorithm based on the technique of co-evolution looks for the good
combination. The optimization of the numerical parameters is carried out
only in the first level. To validate this method, we chose to design a fuzzy
logic controller for an industrial application of textile. The development of
this application is in progress.
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Abstract: Fuzzy systems have an important role in knowledge extraction from the huge
amount of data acquired by the industrial distributed computer control
systems. The paper presents a work concerning the building of a computational
model of the WasteWater Treatment Plant (WWTP) in Soporcel mill (pulp and
paper). Clustering of data is developed and from clusters a set of fuzzy rules
describing the process behaviour is obtained, building up simple and applicable
models with reasonable accuracy. Due to the time-varying dynamics of the
process, on-line learning algorithms are necessary. Evolving Takagi-Sugeno (eTS)
fuzzy models are used to predict the pH values in the plant The approach is based
on an on-line learning algorithm that recursively develops the model structure and
parameters during the operation of the process. Results for the second stage of the
effluent neutralization process are presented and, despite the complexity, non-linear
characteristics and time-varying dynamics of the process, the results show that the
eTS fuzzy models are computationally very efficient and have practical relevance.

Key words: On-line learning; TS fuzzy models; eTS fuzzy models; subtractive clustering
algorithm; recursive fuzzy clustering; pulp and paper industry.

1. INTRODUCTION

Modern information technology allows the collection, store and analysis of
huge amounts of data that can be used to construct models. Each day more
decisions are made based on the analysis of data; however exploiting the
information contained in database systems in an intelligent way turns out to be
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fairly difficult since there is a lack of tools to transform data into useful
information and knowledge.

Several methods and tools are used in intelligent data analysis, including
soft computing techniques. Fuzzy systems can be used to create accurate
predictive models from data but it is also important that these models should
be interpretable and therefore useful to describe in words the underlying data
in order to support efficiently the human decision process (Setnes, 2001).

Construction of a computational model for the WWTP presents several
difficulties and in the absence of a first-principles model, fuzzy modelling, and
particularly Takagi-Sugeno (TS) fuzzy models, seems to be the most
appropriate approach. TS fuzzy models provide a powerful tool for modelling
complex nonlinear systems because of its representational power, possibility
of using learning algorithms to identify its parameters, gain insights into the
local behaviour of the sub-models and its interpretability (Yen et al., 1998).

A variety of methods and architectures has emerged to determine the
structure and parameters of TS fuzzy models. It is interesting to observe the
progress in the field, particularly the evolution from a seminal knowledge-
driven approach towards a data-driven approach. One of the main reasons
for this is the permanent growth of available data from real-world
applications and the increasing demands for effective decisions in real-time
or almost real-time. These applications demand a new kind of admissible on-
line learning algorithms in order to extract knowledge from data in a quick
and efficient way.

The paper is organised in five sections. In section 2 the effluent
neutralization process is described and some aspects related with its
modelling are explained. Section 3 introduces the basic notions of the
applied fuzzy modelling techniques. Experimental results for the second
stage of the neutralization process are shown in section 4 and section 5
presents the conclusions.

2. EFFLUENT NEUTRALIZATION PROCESS

Three different stages compose the mill effluent treatment plant: primary,
secondary and tertiary stage. The primary treatment consists in the effluent
neutralization and suspended solids removal, the secondary or biological
treatment uses activated sludge for the degradation of dissolved organic
matter and the tertiary treatment consists in colour removal and effluent
equalization, regarding the quality and temperature.

In this work we focus on the primary treatment, more particularly on the
study of the effluent neutralization process.
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2.1 Description of the neutralization process

The acid effluent, the north alkaline effluent and the south alkaline
effluent compose the plant effluent, Fig.1. Before the acid effluent enters the
WWTP it is partially neutralised in two stages. The first stage consists in the
addition of dust collected by the electro filter of the limekiln and the second
stage consists in the addition of hydrated lime.

Figure 1. Plant of the effluent neutralization process.

The second stage has a much higher neutralization capacity than the first
stage, though with associated cost, since hydrated lime has to be bought. The
correct neutralization of the industrial effluent is vital for the functionality of
the secondary treatment and the quality of the final effluent. The goal is to
achieve at the end of the primary treatment a pH in the interval [6.0; 8.0] and
simultaneously minimizing the consumption of neutralization materials.

2.2 Modelling of the neutralization process

2.2.1 Hierarchical structure

A hierarchical structure is proposed to deal with the high number of
variables that influence the values of pH. Five sub-models are considered: first
stage, second stage, foam tower, neutralization basin and primary clarifier.
The hierarchical structure was created based on knowledge obtained from
process engineers and operators. Only the most relevant variables have been
considered. Fig. 2 represents the input and output variables for the different models.
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2.2.2 Structure of the models

One of the goals of this work is to construct fuzzy models that are
interpretable, simple and applicable. In order to achieve this goal, each sub-
model will be a first-order model with time transport delay: the output

will depend only on one past value of each of the inputs, and one past

value of the output, Eq. (1).

Figure 2. Hierarchical structure for the effluent neutralization process.

2.2.3 Input selection

The time transport delay for each variable was estimated based on
process knowledge, completed with experimental data using ANFIS
(Adaptive Network-based Fuzzy Inference System). ANFIS employs an
efficient hybrid learning method that combines gradient descent and least-
squares method to minimize the mean square modelling error (Jang, 1996).

For instance, in the second stage, the input variables are the pH of the
acid effluent and the addition of hydrated lime The output
variable is the pH of the acid effluent Fig. 2.

The dynamical model of the second stage can be expressed by:
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where the output is a function of the two inputs, respectively at instants

and and the output at instant k–1. To determine the time

transport delay associated with the input variables and several
fuzzy models were constructed, each with a different combination of past
entries of these two inputs. For each input variable 10 candidate inputs

were considered. The objective was to

find the most influential two inputs, i.e., the ANFIS model with the smallest
modelling error, using only a single epoch of training. Fig. 3 presents the
values of the MSE (Mean Square Error) for each model. These values were
calculated for the data set represented in Fig. 4.

The time transport delay for the two input variables is 2 minutes and 30
seconds, i.e., since the sampling interval was T = 30 seconds.

Figure 3. Time transport delay in the second stage of the process.

The dynamical model of the second stage can now be expressed by:

The two input variables have the same time transport delay because it is
impossible to dissociate the load of the process on the second stage,
represented by the input variable pH1347, from the addition of hydrated lime.

3. FUZZY MODELLING TECHNIQUES

This section briefly describes the two approaches used for modelling the
effluent neutralization process: TS fuzzy models and eTS fuzzy models.
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3.1 TS fuzzy models for off-line learning

TS fuzzy models were proposed in an effort to formalize a systematic
approach to generate fuzzy rules from an input-output data set. The basic idea
is to decompose the input space into fuzzy regions and to approximate the
system in every region by a simple model (Takagi and Sugeno, 1985). A
typical if-then rule in a first-order TS fuzzy model has the following format:

where denotes the fuzzy rule; R is the number of fuzzy rules;

denotes the antecedent fuzzy sets, is the output of the

linear subsystem and are its consequent parameters.

The contribution of the corresponding local model to the overall output
of the TS model is proportional to the firing strength of each rule,

computed by Eq. (5), using algebraic product for fuzzy logic conjunction:

Usually Gaussian membership functions are used to represent the
antecedent fuzzy sets in such a way that a trade-off between complexity and
precision of the model is obtained.

The TS model output is calculated by weighted averaging of the
individual contribution of each rule:

where is the normalized firing strength of the rule and is

the extended input vector, allowing the free parameter in

The problem of identification of a TS fuzzy model is divided into two
sub-tasks: learning the antecedent part of the model (consisting on the
determination of the centres and spreads of the membership functions), and
learning the parameters of the consequents. The identification on the
antecedent part was solved by subtractive clustering the input-output space.
This approach can be used for initial estimation of the antecedent parameters
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and the resulting cluster centres are used as parameters of the antecedent
parts, defining the centres of the rules of the TS fuzzy model (Chiu, 1994).
The estimation of the parameters of the consequents is a least squares
problem for fixed antecedent parameters. The vector of linear sub-model is
made locally optimal in least squares sense (Angelov and Filev, 2004).

3.2 eTS fuzzy models for on-line learning

eTS fuzzy models have been recently introduced by Angelov and Filev and
the approach is based on an on-line learning algorithm that recursively
develops the model structure and parameters (Angelov and Filev, 2004).
Structure identification includes estimation of the antecedent parameters by
recursive fuzzy clustering and the consequent parameters are obtained by
applying the modified Recursive Least Squares (w)RLS estimation algorithm.
In the following the basics of the algorithm are briefly recalled.

3.2.1 On-line estimation of the antecedent parameters

The recursive fuzzy clustering algorithm uses the notion of the
informative potential (accumulated spatial proximity measure), introduced in
the mountain clustering algorithm and then refined in the subtractive
clustering algorithm, to compute the potential of each new data point in
order to select the cluster centres (focals).

The algorithm starts with the first data point established as the focal point
of the first cluster. Its coordinates are used to form the antecedent part of the
fuzzy rule using Gaussian membership functions and its potential is assumed
equal to 1. Starting from the next data point onwards the potential of the new
data points is calculated recursively. In contrast with the subtractive
clustering algorithm there is not a specific amount subtracted from the
highest potential, but update of all the potentials after a new data point is
available on-line. The potential of the new data sample is recursively

calculated as Eq. (7) (Angelov and Filev, 2004),

where and
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Parameters and are calculated from the current data point, while

and are recursively updated by Eq. (8) (Angelov and Filev, 2004).

After the new data are available they influence also the potentials of the
centres of the clusters which are respective to the focal

points of the existing clusters The reason is that by

definition the potential depends on the distance to all data points, including
the new ones. The potential of the focal points of the existing clusters is
recursively updated by Eq. (9) (Angelov and Filev, 2004).

where is the potential of the cluster at time k, which is a prototype

of the rule, denotes the projection of the distance

between two data points, and on the axis ( for j = 1,2,...,n

and on the axis y for j = n +1).
Further developing the previous algorithm, if the potential of the new

data point is higher than the maximum potential of the existing centres or
lower than the minimum then the new data point is accepted as a new centre
as Eq. (10):

where and

If in addition to the previous condition the new data point is close to an
old centre then the new data point replaces this centre, instead of being
accepted as a new one, Eq. (11):
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where r is the constant radii and j is the index of the

replaced centre (closest cluster centre to the new data point).

3.2.2 On-line estimation of the consequent parameters

The problem of increasing size of the training data is handled by the RLS
algorithm for the globally optimal case and by the weighted RLS algorithm
for the locally optimal case. Under the assumption of a constant/unchanged
rule base the optimization problems are linear in parameters.

In eTS fuzzy models, however, the rule base is assumed to be gradually
evolving. Therefore, the number of rules as well as the parameters of the
antecedent part will vary. Because of this evolution, the normalized firing
strengths of the rules will change. Since this affects all the data (including
the data collected before time of the change) the straightforward application
of the RLS or wRLS algorithm is not correct. A proper resetting of the
covariance matrices and parameters initialization of the algorithms is needed
at each time a rule is added to and/or removed from the rule base. The
modified RLS algorithm for global and local parameter estimation is
described in the reference (Angelov and Filev, 2004).

3.2.3 Rule base evolution in eTS fuzzy models

The recursive procedure for on-line learning of eTS fuzzy models
includes the following stages:

4. EXPERIMENTS

This section describes the experiments done in the second stage of the
effluent neutralization process to predict the pH values.

1.
2.
3.
4.
5.
6.
7.

Initialization of the rule base structure (antecedent part of the rules);
Reading the next data sample at the next time step;
Recursive calculation of the potential of each new data sample, Eq. (7);
Recursive update of the potentials of old centres, Eq. (9);
Possible modification or upgrade of the rule base structure, Eqs. (10)-(11);
Recursive calculation of the consequent parameters;
Prediction of the model output for the next time step.
The algorithm continues from stage 2 at the next time step.
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4.1 Experiment 1

In the first experiment, two plant data sets from consecutive days are used,
the first one, Fig. 4, for training, and the second one, Fig. 5, to determine the
generalisation capability of the fuzzy models (validation). Each data set has
2880 samples and the data is normalized into de domain [0, 1] to avoid
negative influence in clustering results from variations in the numerical ranges
of the different features (Babuska, 1998).

Figure 4. Training data set for the second stage of the effluent neutralization process.

Figure 5. Validation data set for the second stage of the effluent neutralization process.
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4.1.1 TS fuzzy model

The TS fuzzy model approach is applied for off-line learning. The value
for the constant radii was, r = 0.3.

Fig. 6 shows the evolution of the process and model output for training (left)
and validation (right). Table 1 presents the parameters of the TS fuzzy model
acquired from data, namely information about the centres of the Gaussian
membership functions and the parameters of the linear sub-models. The width
of the membership functions is the same for all the fuzzy sets,

Figure 6. Off-line learning with TS fuzzy model approach.

Even with a small number of fuzzy rules, only 3, the performance of the
TS fuzzy model is satisfactory both for training and validation data. It must
be stated that the structure and parameters of the TS fuzzy model obtained
from training data remain unchanged when the model is tested with the
validation data. The accuracy of the model can be improved if a smaller
value for radii is considered since this parameter can be used to control the
number of fuzzy rules and inherently the model complexity and precision.

4.1.2 eTS fuzzy model

The eTS fuzzy model approach is applied for on-line learning. The value
for the constant radii was r = 0.5 and the initialization parameter for RLS
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was Fig. 7 shows the evolution of the process and model output for
training (left) and validation (right). Table 2 presents the parameters of the
eTS fuzzy model at the end of the learning process for training data.

The structure and parameters of the eTS fuzzy model, at the end of the
training, were exactly the same with which the eTS fuzzy model was
initialized for validation. The number of rules at the end of training was 8,
and it remains the same after validation, but some fuzzy rules were replaced
and the parameters of the model were constantly updated. In practice what
happens is that at every instant a new model is constructed and even though
the structure (number of fuzzy rules) does not change the model parameters
are varying.

The performance of the eTS fuzzy model is satisfactory but the
complexity of the eTS fuzzy model is higher than the TS fuzzy model.
Another important aspect is the poor interpretability of the model since there
are a lot of similar membership functions, Table 2.

Figure 7. On-line learning with eTS fuzzy model approach.
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4.2 Experiment 2

In order to more effectively test the generalisation capabilities of the
fuzzy models a second validation data set, from a third day, was considered,
Fig. 8. This data set is from a different month and it can be observed that the
input variables present a quite different behaviour.

Figure 8. Validation data set (2) for the second stage of the effluent neutralization process.

4.2.1 TS fuzzy model

The behaviour of the TS fuzzy model is presented in Fig. 9 and it is clear
that the error between the process and model output has increased
considerably. This is because the dynamics of the process has changed and
the structure and parameters of the model remained fixed (the same as in
experiment 1).

Figure 9. Off-line learning with TS fuzzy model approach for validation data set (2).
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This confirms what we already know, process dynamics change with time
and for off-line learning the only way to improve on this is to use more
representative data or models must be build for different operating points.

4.2.2 eTS fuzzy model

Fig. 10 presents the behaviour of the eTS fuzzy model and it is
satisfactory, particularly for the second half of the data set. The number of
fuzzy rules at the end is the same as in experiment 1 but the number of
replaced fuzzy rules has increased, with some rules being replaced more than
once.

Figure 10. On-line learning with eTS fuzzy model approach for validation data set(2).

With on-line learning even if the training data is not representative of all
the operating points of the process it is possible to achieve satisfactory
results since the approach can evolve the structure and parameters of the
model, according with the current dynamics of the process. The
interpretability of the model remains poor and to improve on this rule base
simplification and reduction methods must be applied during the learning
process (Victor Ramos and Dourado, 2004; Setnes et al., 1988).

5. CONCLUSIONS

In this paper the modelling of the effluent neutralization process of a
Waste Water Treatment Plant in pulp industry is presented. Fuzzy modelling
techniques for off-line learning and on-line learning were used and on-line
learning of fuzzy rules proves to be an efficient technique for building up
predictive models, particularly when processes present non-linear
characteristics and time-varying dynamics. These models will be used for
monitoring and for synthesizing automatic closed-loop controllers.
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Although some improvements on the interpretability of the models are
necessary their adaptive nature makes them a useful tool for on-line modelling
of real-world applications of AI in decision, monitoring and control.
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AN AUTONOMOUS INTELLIGENT AGENT
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CONSTRUCTIVIST AI
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Abstract: This paper intends to propose an learning agent architecture based on
Constructivist AI approach. First we show how Artificial Intelligence can
incorporate some concepts from Jean Piaget’s psychology to form
Constructivist AI as a branch of Symbolic AI. Then we present details about
the proposed architecture, discussing the provided agent autonomy.
Eventually, we report experimental results.

Key words: Artificial Intelligence, Constructivism, Agents.

1. INTRODUCTION

Over the last decade, Artificial Intelligence has seen the emergence of
proposals of new paradigms, new techniques (many of them born from the
hybridization of classical techniques), and a search for new theoretical
conceptions, coming from the contact with other disciplines. Exploration on
these AI borders may make possible to overcome some current limitations of
conventional AI systems.

From these new ways of conceiving AI, we highlight the Constructivist
Artificial Intelligence. In general lines it comprises all works on this science
that refer to the Constructivist Psychological Theory, essentially represented
by Jean Piaget. The Constructivist conception of intelligence was brought to
the scientific field of Artificial Intelligence in the early 90’s, and it has not
occupied the desirable space among researchers, who are mostly linked to
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the classical paradigms. But even as an alternative proposal, still searching
for legitimacy and consolidation, Constructivist AI has shown to be able of
contributing to the discipline. Theoretical discussions on the meaning of the
incorporation of piagetian concepts by AI are present in [Drescher 1991],
[Boden 1979], [Inhelder & Cellerier 1992] and [Rocha Costa 1989, 1995].

Following the proposal of Constructivist AI, our work proposes a model
of intelligent agent which implements some of Jean Piaget’s-conceived
intelligence and learning mechanisms. There are some models that are
already implemented [Drescher 1991], [Wazlawick 1993] and [Muñoz 1999]
which are our basic reference, both for the initial inspiration and as a
parameter to see which limits need to be surmounted.

2. JEAN PIAGET’S PSYCHOLOGICAL THEORY

Piagetian Psychology is also known as Constructivist Theory. According
to Piaget, the human being is born with a few cognitive structures, but this
initial knowledge enables the subject to build new cognitive structures
through the active interaction with the environment [Becker 2001],
[Montangero 1997].

Piaget sees intelligence as adaptation, which is the external aspect of an
internal process of organization of cognitive structures, called “schemas”.
So, the subject’s schemas are transformed, but the functions that regulate the
construction of new schemas do not vary during life [Piaget 1953]. A
schema is all that, in an action, can be differentiated, generalized and applied
to other situations [Montangero 1997]. It is the elementary cognitive
structure, and represents a world’s regularity observed by the subject. The
schema comprises perception, action and expectation.

The subject realizes all of his experiences by his schemas. Sometimes the
subject’s expectation fails, and compels to a modication in schemas. There
is, thus, a process of interactive regulation between the subject and the
environment. The subject is all the time making “accommodations” and
“assimilations”. Assimilation is the process through which the subject uses
his schemas to interact with the world. Accommodation occurs when his
schemas are not able of responding to some situation, and is the process
through which the subject modifies his schemas trying to adapt himself to
the environment. In this game of assimilations and accommodations the
subject progressively differentiates its schemas in order to deal with reality
[Piaget 1978].

Accommodation is the transformation of schemas starting from the
experience aiming at making the system more adapted to the environment.
As accommodation happens in a schema the subject already has, the new
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structure arises molded by structures that already exist. Thus, at the same
time that the schemas integrate novelties, they also maintain what they
already know. The system reaches a stable point because each
accommodation widens its ability of assimilating. Thus, novelties will less
and less affect the system equilibrium, and the system will be more prepared
to deal with novelties [Piaget 1953].

Initially, the psychological subject counts only on “sensorial boards”
(instant perceptions of the visual, auditory, tactile, cinestesic, tasting fields
...). These boards do not maintain any implicit logic relation, and they are, a
priori, disconnected. From this universe of “sensorial boards”, intelligence
will build elementary notions, set relations, find regularities and eventually
will build an objective, substantial, spatial, temporal, regular, external
universe, independently of intelligence itself. The “real” will be composed in
this adaptation movement by the increasing coherence between schemas
[Piaget 1957].

3. CONSTRUCTIVIST AGENT: MODEL

The Constructivist Agent model we are proposing uses basically the
concepts of Piaget’s Constructivist Theory. Previous models had already
tried this accomplishment, each one using some type of computational
technique to implement the mechanisms described by Piaget. The first model
is presented in [Drescher 1991], and uses statistical calculation to find
correlations between the agent’s observation, actions and results.

Other important model is presented in [Wazlawick 1993], and is inspired
by genetic algorithms [Holland 1992] and in the model of self-organized
neural network [Kohonen 1989]. In this architecture, the agent has a
population of schemas, and each generation preserves the best schemas, that
represents the correct relations between observation, action and results,
based on the own agent experience.

Other Constructivist agent architectures are presented in [Muñoz 1999],
that inserts planning to Wazlawick Agent, [Balpaeme, Steels & Looveren
1998], that uses the same strategy to reach emergence of catergories and
concepts in a multiagent environment, [Birk & Paul 2000], which inserts
genetic programming in Drescher Agent, and [De Jong 1999], using schemas
that reinforces itself to form concepts.

The model we are proposing differs from previous ones because they are
based only in assimilation-accomodation mechanisms, without statistical
aproachs, or selectionist regulations, or reinforcement learnings.

An autonomous agent, in Artificial Intelligence, is a system able to
choose its actions independently and effectively through its sensors and



106 Filipo Studzinski Perotto, Rosa Vicari and Luis Otávio Alvares

effectors in the environment. [Davidsson 1995]. The constructivist agent is
an embodied agent. Agent’s body acts as a mediator between environment
and mind through its external sensors (inputs) and external effectors
(outputs). Body also has internal (somatic) states and metabolisms that serve
as basis to an internal organic motivational sense. Agent’s mind interacts
with body by internal sensors and internal effectors. The mind has two
systems: cognitive and emotional. Figure 1 shows the agent’s structure, with
a body mediating the mind and the environment, and with an emotional
system interacting with the cognitive system.

Figure 1. Architecture of Agent (on the left, the agent interacts with the environment through
its body; on the right, details of mental structure)

The constructivist agent’s mind receives sensorial inputs and activates
action outputs. The cognitive system has a set of schemas (its cognitive
constructions) representing agent’s beliefs. For each situation the agent
experiences, and depending on the desire of changing this situation, the
agent will select and activate one of these schemas. Cognitive system also
has a mechanism to build schemas. The set of agent’s schemas may be
initially empty because the mechanism proposed is able to build all its
knowledge by interacting with the environment, while it carries out its
activity not needing any pre-programming.

A schema is composed of a triple {Context, Action, Expectation}. The
Context is the representation of situations that the schema is able to
assimilate. Action represents the action that the agent will carry out in the
environment if the schema is activated. Expectation represents the result
expected after the action. A schema is represented in Figure 2.
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Figure 2. Structure of Schema (Context, Action, Expectation)

The situation in which the agent is at every moment (context realized
through sensors) is compared with the context of the schema, and it will be
excited if there is compatibility. When an excited schema is activated, the
cognitive system makes it to perform its Action (through the agent’s
effectors). Regulation happens because the cognitive mechanism checks if
the result (context realized at the instant following the action) is according to
the expectation of the schema, where the difference serves as a parameter for
adjusting and evaluating the schema.

At every instant (execution step), the agent’s cognitive system verifies
the context of all schemas, exciting those that are compatible with the
situation realized through sensors. The mechanism consults, then, the
emotional system, which will choose among the schemas excited the one
that will be activated.

The mind’s emotional system interacts with cognitive system and it is the
responsible for guiding the agent’s actions, conferring an affective meaning
to knowledge and enabling the agent to have its own goals. Emotions can be
seen as the subject’s presence of internal states correlated to structures of the
cognitive system that evaluate it. There is no space here in the present paper
to deepen this discussion, but it is opportune to say that our own experiments
showed the need for an emotional system that serves as the motor for the
agent’s actions. According to [Rocha Costa & Graçaliz 2003], internal
motivation is the basis to real autonomy of agents. This result is according to
recent studies of cognitive research where it is claimed the mutual
dependence between knowledge and affectivity in the intelligent behavior.
Body and emotional system are fundamental elements to guarantee the
autonomy of our constructivist agent, thus all intentionality is an emergent
result of its own mechanisms. This claim have support in [Bercht 2001],
[Sloman 1999], [LeDoux 1996] and [Damásio 1994].

The triple {Context, Action, Expectation} is composed of vectors of
elements that may undertake three values: true, false or don’t care
(represented, respectively, by ‘1’, ‘0’ and ‘#’). A true value indicates the
presence of an element, a false value indicates absence and the third value is
to make a generalization of the element in the schema, don’t care indicates
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no matter if it is present or not. For example, a schema that has the context
vector = (0,1,#) is able to assimilate situations (0,1,0) e (0,1,1).

There is compatibility between a schema and a certain situation when the
context vector of the schema has all true or false elements equal to those of
the agent’s perception vector. Note that compatibility does not compare the
‘don’t care’ elements.

After an activation, the schema is re-evaluated. Its evaluation measures
the prediction ability of the system. A schema has a good capacity of
predicting if its expectations are fully corresponded after the execution of its
action, and can then be called ‘adequate schema’. Evaluation happens by the
analysis of compatibility between the expectation vector of the schema
applied at the previous instant, and the agent’s perception vector. As this
fitness is historic, and accumulates during the several applications of the
schema, it is expected that it tends to a value that describes its real prediction
ability.

4. CONSTRUCTIVIST AGENT: ALGORITHMS

Schemas are always re-evaluated after each activation. The new fitness of
a schema should be equal to some ponderation between its previous fitness
and the expectation compatibility of the schema with the current situation.
For instance, as indicated:

The learning process of our constructivist agent happens through the
refinement of the set of schemas, this means making it more adapted to its
environment. This learning happens through four basic methods, named:
Guided Creation, Expectation Generalization, Context Generalization and
Differentiation.

When the agent faces a situation where it does not have compatible
schemas (or if those that it has are, in some way, rejected by the emotional
system) then it activates the Guided Creation method, with the aim of
widening its repertoire of schemas and dealing specifically with the situation
it is at that very moment. The method works as it follows:
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The whole new schema created by the Guided Creation method has the
vector of context and Expectation totally specific, created after the situation
experienced and after the result directly observed after the action. The
cognitive mechanism of the agent has methods to find the most generic
schemas as possible after these initial specific schemas, adjusting the
expectations and integrating analogue contexts. In more complex
environments, the number of sensations the agent realizes is huge, and, in
general, from these, only a few of them are relevant in the context of a
schema. In the same way, an action the agent performs will generally modify
only a few aspects of the environment.

Expectation Generalization modifies an existent schema in order to make
it more adequate, that is, more precise in its expectations. It works as a kind
of accommodation, once the schema adjusts itself according to its last
application. The method simply compares the activated schema’s
expectation and the agent’s perception after the application of the schema
and changes the elements that are not compatible to each other for the
indefinite value ‘#’. As the Guided Creation method always creates the
schema with expectations totally determined and equal to the result of its
first application, the walk the schema performs is a reduction of
expectations, up to the point it reaches a state where only those elements that
really represent the regular results of the action carried out in that context
remain.

When the agent finds two similar schemas to approach different contexts,
the Integration algorithms come into action. These two schemas only trigger
the procedure if they have high fitness (being considered reliable) and if they
have the same action and expectation (action and expectation vectors must
be completely compatible). As all schemas are born with their context very
well specified, the mechanism needs to find the state with the higher level of
generalization as possible, without loosing adequacy. The algorithm operates
as it follows:
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Differentiation becomes a necessary mechanism because Generalization may
make inapropriate generalizations, occasionally. If a generalized schema
does not work well, it creates a new schema. It acts as it follows:

Thus, the algorithm that chooses the schema that will be activated at each
turn in the agent should be prepared to choose always the compatible schema
that has the most specific context.

5. MODEL SIGNIFICATION

The problem can be stated in the following form: the environment has
certain regularities that the agent may check during interaction. Considering
that these regularities are stable, there will be, for an agent which is in this
environment, a set of valid schemas that the agent should be able to build.

If we consider context, action and expectation as a triple search space,
then the problem solving means, for the constructivist agent, to find the set
of valid schemas in this search space. Thus, after some time, each schema of
the set of schemas that the agent has built should represent a valid
correlation between a context, an action and an expectation in the given
environment. The set of built schemas defines adaptation of agent to its
environment.

The agent model we have mentioned here has a reactive profile: although
it learns with experience, it does not have temporality (it does not take into
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consideration past through any kind of historic memory, and does not plan
the future), thus limiting itself to understand only instant relations; it does
not count on a symbolic capacity nor abstraction, that is, it is not able to
formulate concepts that go beyond the perception level, sensorimotor.

The whole new schema is generated through a process of Guided
Creation. This method creates a schema absolutely specific, because its
Context vector is only able to assimilate this unique situation, and its
expectation vector expects to find always the same exact result after the
action application. The cognitive mechanism finds an adequate
generalization of this schema through the Expectation Generalization,
Integration and Differentiation methods.

6. PRELIMINARY RESULTS

We have made an experience of implementation of the Constructivist
Agent, inserted in a simple virtual environment. In the simulation, the agent
should learn how to move in a plane without colliding with obstacles. The
plane is a bidimensional grid. The cells of grid may contain an empty space
or a wall. At each time, the agent can do one of three possible actions: give a
step ahead, turn to left or turn to right. The agent walks freely across empty
spaces, but collides when tries to step against the wall. Figure 3 shows the
simulation environment, where dark cells are walls, clear cells are empty
spaces, and the blue cell is the agent, seeing one cell ahead.

Initially the agent does not have any schema and it also did not
distinguish the obstacles from the free ways. The agent had only one
external perception: the vision of what was in front of it, and the sensation of
pain when there happened a collision. The agent’s body has four properties:
pain, fatigue, exhaustion and pleasure. All of these properties have
corresponding internal perceptions. Pain ocurrs when the agent collides with
a wall, and lasts just one instant. Agent’s corporal metabolism eliminates the
sensation of pain at the next instant. When the agent repeats much times the
action of walk, then fatigue is activated, and if the walk continues, sensation
of exhaustion is finnaly activated. These sensations disappear after a few
instants when the action of walk ends. Pleasure occurs when the agent walks,
during only one instant too.

Agent’s emotional system implements three emotional triggers: pain and
exhaustion define negative emotional values, whereas pleasure defines a
positive value. At the end of a period of interaction with the environment,
we hope the agent had been able of building a set of schemas that prevented
it of making the moves that leads to pain in each visual context, and prevent
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it of exhaustion when fatigue appears. In addition, the agent prefers walking
in other situations, because it feels pleasure.

Figure 1. Simulation Environment

After some experiments, we may consider our results were successful. The
agent, after some time in interaction with the environment, learns about the
consequences of its actions in different situations. This knowledge is used by
the agent to avoid emotionally negative situations, and to pursue emotionally
positive situations. In Table 1 we show the main schemas built by the agent
in the simulation.
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7. CONCLUSIONS AND NEXT STEPS

The constructivist models in AI are interesting as they make possible to
develop architectures of intelligent agents that adapt themselves to the
environment without the programmer’s intervention in the construction of its
cognitive structures. The agent, although programmed to accomplish certain
tasks, is free to build its knowledge in the interaction with the environment,
and thus, finding alone the solutions for problems that may arise. This
autonomy of cognitive construction is associated to a motivational
autonomy, given by the corporal and emotional sensations.

The model presented hitherto is an alternative that follows these
guidelines. The achieved experimental results show that the constructivist
agent is able to learn regularities of its environment. After some time, the
agent behaviour becomes coherent with its emotional values because a set of
adapted schemas was constructed through the continual interaction with the
environment.

However, it is limited to a too reactive agent (without memory, nor
planning, nor conceptual abstraction). We hope, as a continuation of this
work, to point a way for the implementation of a more cognitive
constructivist agent that has temporality and conceptualization. Everything
indicates that the next step means to make possible that the agent builds
multiple sets of schemas related to each other, making the meaning of
perception and acting vary in a way that these also make reference to their
own cognitive activity.

Constructivist Psychology is in accordance with this systemic perspective
of the mind. Furthermore, the idea of a modular mind operation (where each
module works in a specific domain, but in constant interaction with other
modules) is postulated by several researchers in neuropsychology [Rapp
2001], [Luria 1979], [Pinker 1997], [Damasio 1996]. Also in AI, this Idea
can be found, somehow, in [Minsky 1985].

In this way, the agent architecture will be extended to integrate the
following capabilities:

temporal perception: the agent must be able to perceive time distributed
contexts, in addition to the capability of identifying regularities in the
instantaneous perception. Thus, the agent will observe sequenciated events;
this capability is requirement to emergence of planning and factual
memories.

abstract concept formation: the agent must be able to overpass the
sensorial perception constructing abstract concepts; forming this new
knowledge elements, the agent aquires new forms to structure the
comprehension of its own reality in more complex levels.
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multiple knowledge systems: the agent must be able to construct subsets
of perceptions or concepts, which represent specific knowledge domains; a
domain is a dynamic knowledge system. In the interaction, these domains
represent proper significances mediating the specific agent adaptation.

operatory transformation: the agent must be able to create operations
that change among different systems or schemes, preventing that knowledge
remains as a database of cases, and enabling the agent to understand further
phenomenon regularities, systematic transformation regularities in the world.

non-modal logics: the agent cannot have only deductive inference. A
hypothesis inference mechanism is required, as well as uncertainty and
inconsistency treatment.
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Abstract: The new product development process, in its early phases, congregates
knowledge from diverse domains and sources, spread among specialists that
usually are not aware of each other’s research interests. This work presents a
tool designed to make the establishment of new communities or teams easier.
The tool organizes their informal vocabulary into formal domain categories, in
order to correlate them, and advises its users of potential networks they could
belong to. An approach based on ontologies and machine learning is used to
structure and make knowledge acquisition / retrieval, together with agents that
cooperate and coordinate the access to the knowledge. The tool automatically
updates its knowledge base relieving the user from tasks she/he is unfamiliar
with. Initial experiments demonstrated the potential of this kind of tool. A test
case is being developed encompassing members of a scientific network in the
manufacturing area. Results will be analyzed envisaging its broader use and
application to different knowledge domains.

Key words: knowledge sharing tools, ontology, knowledge acquisition, agents,
manufacturing recommendation system.

1. INTRODUCTION

The design and conception phase of a product congregates knowledge
from various domains. This knowledge is spread among people who have
their own jargon and are possibly not aware of each other’s vocabulary, even
if they belong to the same technological chain. In order to truly cooperate
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people need to share a vocabulary, even minimal, so that they can exchange
information that have the same meaning for each other.

This work addresses the cooperation among specialists mainly in the
early phase of peer recognition. It introduces Sharing Engineering
Information and Knowledge - SHEIK Tool - a system based on software
agents that proactively retrieves and presents contextualized information
based on user’s vocabulary.

The approach was to develop a distributed architecture that permits to
find manufacturing expertise by means of specialists recommendation in
selected domains of manufacturing, in a way that can lead to establishment
of new development teams. The early phases of product development were
targeted, as it is the time a new community can emerge.

This article is organized as follows: section 2 discusses cooperation in
manufacturing virtual enterprise; section 3 presents a functional description
of SHEIK system; section 4 describes an initial prototype evaluation; section
5 shows the importance of knowledge and ontologies to recommendation
systems; section 6 concludes the paper.

2. COOPERATION IN A MANUFACTURING
VIRTUAL ENTERPRISE

Manufacturing is an area that is facing drastic transformations due
especially to the production paradigm change: from mass to customized
production. Such change entails transformations in the productive processes,
that are increasingly automated, as well as in the organizational processes
that are changing from functional to business process view.

Product development is a key process for industrial enterprises. A survey
carried out by Harmsen et al. (2000) in 513 Danish industrial companies
showed that managers ranked the perceived importance of product
development competence in fourth place in a 10 items list; sales, market
responsiveness, production management were ranked number one to three.

Concurrent Engineering (CE) is the current paradigm for product
development. Its purpose is to overlap product development phases. Willaert
et al. (1998) discuss CE and shows that it can not lead to maximum benefits
if it were considered alone, being necessary to consider it in a wider context
called Collaborative Engineering.

Early phases of product development are those ones in which concepts
are being studied, searching for fitness for the development problem in hand.
In these phases the specialists may not have a complete idea for solutions,
they are screening concepts against their criteria. This is a moment when
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specialists profit from their social network, asking questions as who knows
about the product and who knows others that know about it.

3. SHARING ENGINEERING INFORMATION AND
KNOWLEDGE - SHEIK - OVERVIEW

SHEIK is a tool for enhancing cooperation among members (potential or
actual) of a community of practice (competence network) in a particular
knowledge domain. The idea is that specialists could connect themselves to
the network (local or global) and subscribe to a recommendation service the
output of which would be specialists’ profiles, containing their technical
areas of interest, mapped from an ontology related to their main knowledge
domain.

The purpose of this tool is to ease community establishment. Users can
recognize potential peers from answers delivered from system and they can
contact these potential peers to verify their skills and will to cooperate.

After communities are set up, SHEIK will serve as a maintenance tool
and as a warehouse of knowledge and specialists’ profiles. Also, it is a
known fact that information needs of specialists vary in time so SHEIK
could aid by recommending new profiles as needed.

3.1 Sheik requirements

The SHEIK requirements were presented in (Nabuco et al., 2001),
together with a requirements modeling framework which is shortly
summarized as follows: it encompasses three generic requirements (or
dimensions) – cooperation, coordination and communication – and two
views – system (technological) view and user (human) view.

Knowledge is the central element in all dimensions. Cooperation among
team’s members needs those members to share part of their knowledge.
Coordination mutually identifies producers and consumers of
information/knowledge. Communication locates and clarifies the path
among producers and consumers.

Views are related to gather physical system requirements. System view
considers technological and economical constraints, allowing a feasible
solution to be defined; user view regards how to facilitate interaction
between user and system.

To meet these requirements it was designed a technological solution that
combines multi-agent systems and ontologies. Characteristics as system
distribution and autonomy to act on behalf of its users were some of the
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reasons that led to the multi-agent solution. Enhancing the multi-agent
systems capabilities ontologies were added, in which the core recommender
system is based on and, machine-learning algorithms, performing the
“intelligent” side of the agents. The Sheik multi-agent system has three
functional elements: Multi-Agent System (MAS), Sheik meta-model, and
Intelligent Modules.

3.2 Sheik multi-agent system

As shown by Figure 1, the Multi-Agent System is formed by two types of
agents: Sheik - an interface agent that runs in each user’s machine,
monitoring user activities in a timely basis, and Erudite - a matchmaker
agent that interfaces with a Knowledge Base (KB) whose knowledge is
related to a specific (sub) domain of Manufacturing.

Figure 1. SHEIK Architecture

SHEIK architecture (see Figure 1) is organized into two layers: User
Layer, composed of a colony of Sheik agents each one running in a user’s
machine and Server Layer, composed of a federation of Erudite agents
running on server machines.

Each Sheik agent automatically updates users’ profiles information
relative to its user’s knowledge domain, asks the Erudite agent for a
recommendation containing specialists in domains related (or coincident) to
his own domain. After Sheik had received a response, it e-mails its content
to his user.

Each Erudite agent is related to a particular knowledge domain and
contains an associated ontology relating person’s profiles to a knowledge
domain. Erudite agents, upon receiving a request from one Sheik agent,
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perform a search in its local KB, and if they find data about the referred
knowledge domains they respond immediately to the Sheik agent. In case
data is not found locally by an Erudite agent, it queries other Erudite agents
to get pertinent data and if successful it forwards the data (knowledge
domains and profiles) to the requesting Sheik agent.

The system was designed considering an open system perspective, so it
could be easily replicated, and capable of executing in heterogeneous
environments. As part of this philosophy the reutilization of existing tools
and code was emphasized, as a manner of shortening development cycle and
collaborating in others efforts in disciplines related to the project.

It was used a MAS prototyping tool (MASPT), created at “Renato
Archer” Research Center – CenPRA. MASPT is based on a MAS
Development Methodology (MASDM) that was developed for dealing with
the modeling and development of architectures for shop floor control
(Koyama, 2001). Results from the requirements phase (Nabuco et al., 2001),
based on the GAIA methodology for agent-oriented analysis and design
(Wooldridge et al., 1999), were used as a starting point for the design, that
proceeded using MASDM.

Today, a set of systems for developing MAS exists
(www.fipa.org/resources/livesystems.html). At the time the detailed design
(2002) was done system’s designers considered existent systems inadequate
for the project development because designers required the projected system
to be lightweight and low-cost. Some of the existing systems required either
a RMI / CORBA server or compliance to FIPA or MASIF specifications,
adding unnecessary complexity to the system. Also features for Java code
generation, that could ease rapid prototyping were lacking or were not
effective at that time, so designers opted for using CenPRA’s MASPT that
generates a MAS using ad hoc performatives declared by users and
exchanged as Java serialized objects in a TCP-IP environment.

3.3 Sheik intelligent modules and meta-model

Intelligent Modules are used to accomplish required agents’
functionalities. Figure 2 shows the basic models for both the Erudite agent
and the Sheik agent. KA means Knowledge Acquisition and KB means
Knowledge Base, the Intelligent Modules for each agent. This approach of
making intelligent modules explicit provides great flexibility to the system
that can be upgraded by changing them.

Sheik agent was designed to act on behalf of its user, acquiring data on
his/her interests and consulting the Erudite agent to verify who are the
possible peers (specialists with compatible / similar profiles) to consult,
aiming at cooperation. To perform Sheik’s KA functionality, the Kea tool
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(Witten et al., 1999) was selected. It is based on a bayesian networks
approach for keyword extraction and analysis and is available in Java.

The Erudite agent is responsible for answering requests from Sheik
agents on behalf of their users. It must use its KB functionality. A KB based
on ontology was selected; such an approach allows one to relate specialist’s
profiles (characterized by keywords, and working areas) to knowledge
domains (for instance, manufacturing, software engineering, artificial
intelligence).

Figure 2. Sheik & Erudite models

To implement KB functionality, the Protégé System (Gennari et al.,
2001) was selected as it is both an ontology editor and a knowledge base
editor. It is available in Java as well and has been extended, having a large
community of users and plug-ins developed (http://protege.stanford.edu).

An ontology can be considered as having been formed as a combination
of a taxonomy and a set of rules. Such a set can be conceptualized through a
knowledge meta-model.

A meta-model, named Sheik meta-model, that relates a manufacturing
taxonomy (IMTI, 2000) and a conceptual class named Profiles (person’s
profiles) was developed to be used in SHEIK. Those elements were entered
into Protégé, Figure 3, and the resulting knowledge base was populated with
initial data concerning mainly profiles from researchers working on the
SHEIK project.

4. PROTOTYPE EVALUATION

The SHEIK prototype, using Kea tool and Protégé KB, was tested in a
research environment composed of two laboratories: one at CenPRA and the
other at Campinas State University - Unicamp, School of Mechanical
Engineering. These laboratories are located in the same city but physically
separated (10 Km). They are connected to the Internet and have
Manufacturing as their main research area.
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Figure 3. Sheik meta-model mapped into Protégé.

An Erudite agent was installed at Unicamp, containing the related
Protégé system and acting as a server in the Internet. Researchers’ profiles
were manually populated in order to avoid the cold-start problem.

Sheik agents were installed at CenPRA. They gathered local user’s data
by means of their KA functionality. Local presentation of the data was done
using an optional (Sheik agents do not use it) external module, as shown in
Figure 4. It was tested the Sheik’s ability to request related researcher’s
profiles from Erudite.

Figure 4 (left side) shows an user profile, defined locally at user’s
machine. In the future, it can be used to automatically feed the KB when the
user subscribes the Erudite services, meaning the system could be capable of
fully automatic start-up and operation. Figure 4 (right side) shows the output
of Kea tool. These data are combined with local user’s profile and sent to
Erudite agent.

Two aspects were verified in the evaluation: if the system met the
specifications and the users’ acceptance.

The specification constrained Sheik agent to be light in terms of memory
use and memory occupation, profiling the users and “learning” with them.
Learning means that the agent searches new keywords increasing its
accuracy as time passes by. Communication with Erudite agent was made
using an ad hoc protocol. Erudite used the Protégé Axiomatic Language
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application program interface to query the database about keywords and the
people related to them. Considering the specifications it was concluded that
the system worked properly, according to the expected behavior.

Figure 4. Sheik’s user interface.

Regarding users’ acceptance the system was considered well-behaved.
Users disliked Kea’s characteristic of acquiring keywords only from text
files. is unable to gather information from other sources than text files. After
this evaluation, other format conversions (PDF to TXT, PS to TXT and DOC
to TXT) were added to the Sheik agent.

To date no system has been found in the literature with similar objectives
and structure and having enough published information to make an effective
benchmarking effort possible. Table 1 summarizes systems listed in section
5. The table shows that SHEIK is a recommendation system based on multi-
agent system, knowledge sharing and ontologies that recommends specialists
with compatible profiles.

5. RELATED SYSTEMS

During an innovation process, people inside teams need to exchange
information and share knowledge. There is an evolution in the way
knowledge exchange is viewed (McLure and Faraj, 2000), from “knowledge
as object” to “knowledge embedded in people” and finally as “knowledge
embedded in the community” view.

Recommendation Systems search and retrieve information according to
users’ needs; they can be specialized on users profile or on the user’s
instantaneous interests (e.g., when users browse the web). They can be
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classified as collaborative filtering with and without content analysis and
knowledge sharing. This kind of system is usually based on artificial
intelligence techniques such as multi-agent systems, machine learning
algorithms and ontologies. These techniques can be used separately or
combined in different ways to find information and deliver it to the people
who need it.

Collaborative filtering with content analysis is based on information from
trusted people which the system recognizes and also recommends. Examples
of this kind of system are: The GroupLens Research Project (Konstan,
1997), The ReferralWeb (Kautz, 1997) and Yenta (Foner, 1999).

Collaborative filtering without content analysis examines the meta-
information and classifies it according to the user’s current context. It can
recommend multimedia information that otherwise could be too complex to
be analyzed. PHOAKS (Terveen et al., 1997) is an example of a system that
associates scientific profiles by chaining bibliographic references with no
comprehension of the article’s contents.

Shared Knowledge Systems aim to construct a knowledge base according
to a previous specialists know-how or best practice memories. Ontologies
are well-suited for knowledge sharing as they offer a formal base for
describing terminology in a knowledge domain (Gruber, 1993; McGuiness,
2001). Examples of recommendation systems that use ontologies are:
OntoShare (Davies et al., 2002), OntoCoPI - Ontology Communities of
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Practice Identifier (Alani et al., 2002) and the Quickstep system (Middleton
et al., 2002).

6. CONCLUSION

SHEIK integrates many concepts from distributed systems and artificial
intelligence having as target product development in manufacturing that is a
strongly team-based process. The literature review revealed a lack of
systems as SHEIK which supports teams establishment in the early phases of
product development and with the cross-functional profiles of the specialists
involved in this process.

In the initial evaluation, despite the fact that the set of users was small, it
was verified that the SHEIK prototype worked satisfactorily. Technically,
the concept’s feasibility was verified. An agreement is in course between
SHEIK developers and one Brazilian non-governmental organization, in the
manufacturing area, encompassing around 100 researchers, to setup an
scalable experiment.

The problem of interoperation with other systems was not studied at an
application level, but this was not a priority as, to date, there are no
standards defining ontological descriptions of manufacturing systems and
subsystems and as the idea was toward team establishment where the
principle of minimal ontological commitment applies.

The underlying MAS can be upgraded to be compatible with emerging
agents communication protocols standards, if necessary, preserving the
intelligent modules (knowledge base and knowledge acquisition).

Validations of the used tools were done. Both Kea tool from Waikato
University, New Zealand, and Protégé from Stanford University School of
Medicine, USA, proved useful.

It is expected that the new test-case being set will enable unveiling new
and existing problems and will permit to enhance SHEIK and put it to
reliable use in the manufacturing.
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This paper describes using agents in the exchange of industrial product data
when predefined translators are not available. A major problem with standard
translators is that a seamless data transfer instantly fails when not every
translator implements a mapping into or from the standard format. This is
frequently the case for large design projects that involve the use of a multitude
of heterogenous tools, possibly in evolving configurations over time. This
approach to using agents aims to flexibly provide product models in a form
adapted to the need of the particular tools when a common data format is not
readily available. Experiments show the feasibility of this approach as well as
its efficacy and efficiency.

product data exchange, product modelling, interoperability

1 INTRODUCTION

There has been an increased use of computational tools to support
various tasks in product development. Examples include computer-aided
drafting (CAD) and manufacturing (CAM) systems and a number of
specialised tools for analyses such as finite element analysis (FEA) and
spreadsheet analysis. Most computational systems have been developed
independently from one another to address the specific needs of each task
and use different product data representations. However, industrial product
development is a process that involves a complex network of interrelated
activities, each of which needs information produced or manipulated by the
other. Interoperability – the ability to move data from one representation of a
product to another to allow other computational processes to operate on it



130 Udo Kannengiesser and John S. Gero

has become an area of growing concern as the cost of such interchanges
increases (NIST 1999).

Most approaches to the exchange of product data (today commonly
subsumed in the notion of product modelling) are founded on a standard data
model that is used to translate between the different native formats of the
tools. Any object that needs to be made interoperable must be pre-defined in
this model and encoded into a standard form. One of the best-known product
models is the ISO 10303 standard, informally known as STEP (STandard for
the Exchange of Product model data).

Despite the growing use of STEP some practical issues remain. One of
them is that interoperability between a set of tools is solely determined by
the intersection of their translation capabilities. As many translators have
been specialised to implement only certain subsets of the standard data
model, in practice a completely seamless data transfer is often not possible
(Pratt 2001). Especially large design projects involving a highly diverse set
of tools are affected. This problem is aggravated when technological or
organisational changes over the duration of a project necessitate the
integration of new tools or new exchanges among present tools. In addition,
the pace at which ISO standards are developed and implemented is generally
very slow and often lags behind the needs and developments in industrial
practice (Eisenberg and Melton 1998).

Updating the set of translators for every modification in the tool
environment is time-consuming, costly and not always possible within the
time constraints of a project. There is a need for a more flexible approach,
one that is able to quickly achieve interoperability when a common product
model is not readily available. We have developed an agent-based system
that can exchange product data among tools that do not share a common
format. Experimental results show that this approach can be an effective and
efficient way to provide the needed flexibility in the transfer of product data
when pre-defined translators are not available. Our conceptual assumptions
draw from research in cognitively-based situated agents.

1. SITUATED AGENTS

A characteristic that allows a system or agent to adapt its behaviour to
changes in its environment is situatedness, an idea from cognitive science. A
situated agent does not simply react reflexively in its environment but uses
its interpretation of its current environment and its knowledge to produce an
action (Clancey 1997). As a consequence, a situated agent can be exposed to
different environments and produce appropriate responses.
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Gero and Fujii (2000) have developed a modular architecture for a
situated agent, Figure 1. The agent’s sensors monitor the environment to
produce sense-data relevant for the agent. The sensors receive biases from
the perceptor, which “pulls” the sense-data to produce percepts. Percepts are
grounded patterns of invariance over interactive experiences. Perception is
driven both by sense-data and biases from the conceptor, which “pulls” the
percepts to produce concepts. Concepts are grounded in the percepts as well
as possible future interactions with the environment. The hypothesizor
identifies mismatches between the current and desired situation and decides
on actions that when executed are likely to reduce or eliminate that
mismatch. Based on the hypothesized action, the action activator decides on
a sequence of operations to be executed on the environment by the effectors.

This architecture provides a framework for different modes of cognition
and consequently different degrees of flexibility in the agent’s actions: A
reflexive agent uses the raw sensory input data from the environment to
generate a pre-programmed response. A reactive agent uses percepts to
activate its actions, which can be viewed as a limited form of intelligence
constrained by a fixed set of concepts and goals. A reflective agent
constructs concepts based on its current goals and beliefs and uses them to
hypothesize possible desired external states and propose alternate actions
that will achieve those desired states through its effectors. The agent’s
concepts may change as a consequence of its experience.

Situated, reflective agents are especially useful in dynamic environments
characterised by high heterogeneity and frequent change. One such
environment is the fragmented world of industrial design software.

Figure 1. A modular architecture for a situated agent allowing different modes of reasoning.



132 Udo Kannengiesser and John S. Gero

2. IMPLEMENTATION

We have implemented a system consisting of a situated, reflective agent
(which we call the product modelling (PM) agent) and a number of tools,
each of which is “wrapped” by a simple, reactive agent, Figure 2. The PM
agent maintains all the data of a particular product throughout the different
design stages from the initial specification to the released design description.
The individual design stages are carried out by the tool agents that modify or
add to the product data. The PM agent knows about the tool agents’ roles
and the current state of the design with respect to a given project plan and
accordingly manages all data transfers to and from the tool agents. Cutkosky
et al. (1993) have used a similar architecture using agents wrapping design
tools and facilitators to exchange their data; however their approach is based
on pre-defined standard translators.

Figure 2. An agent-based system for product data exchange.

All agents are implemented in the rule-base language Jess1 and connected
to their environment by sensors and effectors written in Java. While the tool
agents, here, are rather simple consisting of perceptors and action activators,
the PM agent has all the modules of a situated, reflective agent, including
conceptor and hypothesizor. In addition, it has a neural network (in Java) to
represent its memories about its interactions with the tool agents, which it
uses to bias the way it interacts with its environment. The neural network is
an interactive activation and competition (IAC) network that has the same

1 Java Expert System Shell (http://herzberg.ca.sandia.gov/jess/)
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architecture as the one proposed by McClelland (1981) and includes an
unsupervised learning algorithm. In addition, we have given the agent the
capability to add new neurons to the IAC network as well as to reorganise
the connections among the neurons to update its memory according to its
current interpretation of its interactions. This allows the agent to integrate
new experiences such as previously unknown formats or new associations
between the formats and the tool agents (in case a tool agent replaces its tool
by one that uses a different format). The PM agent can construct new
formats from interpreting messages represented in unfamiliar formats using
a set of generative rules and semantic knowledge.

The messages exchanged among the agents are structured according to
specifications developed by the Foundation for Intelligent Physical Agents
(FIPA 2004). There are two types of messages: strings representing product
models, and propositions or requests to clarify their meanings when an agent
fails to understand a product model. The latter type is based on synonyms
and hypernyms (super-names) as a means to explain unknown data. This has
been inspired by the conceptual foundations of WordNet (Miller 1995).
Figure 3 shows all possible agent interactions using the AUML2 notation.

Failure of the PM agent to provide a tool agent with product data that is
represented in the correct format necessitates help from the human user who
then has to translate the data manually. Similarly, if the PM agent fails to
understand the product data produced by a tool agent, human intervention is
required to fill the data into the PM agent’s product database. We will use
the number of times that human intervention occurs during the design
project as an indicator for our system’s efficacy.

As the PM agent can learn from its interactions with the tool agents, we
expect it to transfer the product data with less and less effort among the same
set of tool agents. As a result, there will be fewer messages in the system
dealing with expressing lack of understanding or clarifying meanings. We
will refer to this type of messages using the linguistic term repair. The
number of times that repair occurs during the design project will serve as an
indicator for our system’s efficiency.

Figure 4 shows a possible result of the PM agent learning (parts of)
formats and thus increasing interoperability through its interactions.
Commencing with a limited amount of knowledge that is sufficient to allow
interoperability with some tool agents (tools T3 and T6), we expect the PM
agent to construct new knowledge over time to exchange product data with
other tool agents, either completely automated (tools T1, T2 and T4) or
semi-automated (tool T5). The PM agent might not be able, however, to

2 AGENT UML (http://www.auml.org/)
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learn a tool agent’s format if that format is completely different from its
previous experiences (tool T7).

Figure 3. Possible interactions between the PM agent and a tool agent that needs a product
model A as its input to produce product model B as its output (tool agent A-B). After the PM
agent has successfully parsed product model B (eventually using human intervention), it
sends a product model C to tool agent C-D.

Figure 4. The PM agent’s knowledge (PM) covering some of the formats of tool agents (T1 -
T7). The dashed line indicates new knowledge gained over a series of interactions.
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3. EXAMPLE: DESIGN OF A TURBOCHARGER

Our product example whose design data is to be exchanged among the
agents is an exhaust-gas turbocharger for passenger cars, Figure 5. This
product is quite complex with a large amount of data describing its structure
and behaviour. For reasons of illustrative simplicity we have reduced this
complexity to only 268 variables, without limiting the validity of the model.

Figure 1. A turbocharger for passenger cars (Source: BorgWarner Turbo Systems):
1. Compressor housing, 2. compressor wheel, 3. thrust bearing, 4. compressor backplate,
5. turbine housing, 6. shaft & turbine wheel assembly, 7. bearing bushing, 8. centre housing.

All data is represented by content, specifically in the form of:
< variable name > < value > < unit of measure >
Different formats can be distinguished by different sets of variable names

describing the same set of concepts. For example, depending on the format,
the compressor air flow of at an engine speed of 5500 rpm may
be represented as “AF1000 “AF_1000 or
“V_RED_1000 We have defined 7 different formats covering
each of the 268 product variables.

We have implemented 16 tool agents, each of which has (hard-coded)
knowledge about at most two of the 7 formats: one format must be used to
represent the tool’s input data and one to represent the tool’s output data
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(these formats can also be identical). Although a tool agent does not have the
possibility to swap or mix its input and output format, it can communicate its
knowledge about mappings among them (as synonyms or hypernyms) to the
PM agent if requested. The PM agent uses its knowledge about the tool
agents to provide each of them with the correct product model represented in
the correct form. This knowledge is stored in its IAC network as associations
between tool agents and the following types of properties:

function or role in the design project
behaviour (as an input-output view) of the tool or agent
input format
output format
vendor of the tool or agent
This knowledge is also used as a bias for the correct parsing template to

interpret product models produced by the tool agents. If the PM agent’s
knowledge about the correct format is not sufficient, the PM agent uses its
knowledge about other, similar formats or about product semantics to parse
the message. Its semantic knowledge consists of pre-coded qualitative
relationships among some of the product variables, such as “nozzle inner
diameter < nozzle outer diameter”. The agent also uses its expectations and
perceptions about the product model with respect to the number of variables,
their type of values and their units of measurement. It can conclude, for
example, that a numeric value with a unit of measure of possibly
indicates “stress”. Before adding these constructed assumptions to its
knowledge and proceeding with the next design stage, the PM agent first
seeks reconfirmation from the tool agent to ensure that its assumptions are
correct. If the PM agent is unable to understand a product model using its
semantic knowledge, it tries to receive help from the tool agent by
communicating with it.

Figure 6 shows the project plan we have established for simulating a part
of the design of a turbocharger. Every task is carried out by a different tool
agent. We have set up a scenario that includes two iterations that represent
necessary reformulation for optimising the product’s performance after
evaluating the prototype. This permits us to examine if the PM agent
becomes more successful and efficient when interacting with the same
agents for a second or third time. These are the agents carrying out the tasks
2 to 11 after the iteration and 3 to 12 after the iteration. We have also
set up some tool agents to modify their formats to simulate the integration of
new tools during the design project and to test the PM agent’s ability to
adapt to these changes by quickly reorganising its memory.

The scenario requires a total of 68 product data transfers between the PM
agent and the tool agents. We have given the PM agent some initial
translation knowledge that is sufficient to cover 41 of them, while the
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remaining 27 data exchanges will require either additional effort of
interpretation and communication by the agents or intervention by the
human user. This potential lack of interoperability concerns the input and/or
output formats of 7 of the 16 tool agents.

Figure 2. A project plan and scenario for simulating the design of a turbocharger.

4. RESULTS

Table 1 summarises the results of the simulation with regard to its
efficacy. The agent-based system has raised the potential rate of
interoperability by nearly 50% compared to what a static system would be
able to achieve under the same initial conditions.
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Table 2 gives an overview of the failures and repairs occurring in
exchanging product data throughout the two iterations in the scenario. It also
shows the PM agent’s knowledge gaps regarding the formats of 7 of the 16
tool agents (labelled A-1 to A-16). As some of these gaps are gradually
eliminated through agent interaction, the (potential) lack of interoperability
is reduced resulting in fewer failures and less communication.

The PM agent has also been able to reorganise its knowledge after agents
A-4, A-5 and A-8 unexpectedly changed their formats after the first
iteration. As a result, it has been able to exchange product models with them
after the second iteration without further problems or communicative effort.
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5. CONCLUSION

Our experiments have shown that an agent-based approach to product
data exchange can provide interoperability without pre-defined translators. It
can allow design projects to choose the computational tools appropriate for
the needs of the actual design tasks and worry less about the availability of a
standard translator. This would make these projects more adaptable to
technological and organisational changes. Although our implementation has
demonstrated to some extent how using agents in product modelling can
increase interoperability, we expect better results when more than one
situated agent is used. Our current work focuses on extending the tool agents
(which to date are only reactive) to be situated.

Letting situated agents negotiate a shared product model on the fly can
potentially constitute a method for pushing future standardisation. After a
product model has been agreed upon and successfully used by a set of
agents, this model can be used later as the prototype version of a new part of
the standard model. Such a method would ground the standard in practice
and accelerate its development and implementation.
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A PERVASIVE IDENTIFICATION AND
ADAPTATION SYSTEM FOR THE SMART
HOUSE
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Abstract: The smart house is a system composed of several cooperating agents, which make
it possible to act autonomously in performing tasks, that in conventional
houses are done by their inhabitants. The current work proposes a smart house
capable: (a) of identifying the inhabitants in the house, (b) to adapt itself to the
inhabitants preferences, as well as to modify itself to changes on these
preferences, and (c)to maintain optimal levels of safety, energy saving and
comfort. This work develops an identification and adaptation system for the
smart house, based on a multiagent methodology. This approach simplifies the
implementation of the communication policy among the agents; besides, it
gives more flexibility to the system, by delegating to each agent a specific job
in the house. New jobs are added to the system by simply developing the
necessary agents to execute them. The system is built through the definition of
all the tasks for the house; at this point, the agents and their relationships are
defined, in order to properly execute the tasks. This system uses a pervasive
human footstep sensor capable of recognizing the inhabitants of the house,
through their weights and the characteristics of their locomotion. A neural
network is used to learn and adapt to the daily habits of each individual, as
well as to properly negotiate the changes in these patterns of behavior. In order
to validate our idea, experiments were done with a room’s lighting system, the
results of which show a very reliable system, capable to perform personalized
actions in the house.

Key words: smart house; domotics; pervasive computing; footstep sensor; sensor network;
multiagent systems; neural network; consumer electronics.
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1. INTRODUCTION

The smart house is a system composed of several cooperating agents that
make it possible to act autonomously in performing tasks that in
conventional houses are done by their inhabitants. The house is composed of
several environments, in which local agents are used to perform
cooperatively many tasks. Furthermore, two global agents are defined: water
and energy agents, which represent the main resources in the house. The
current work proposes a smart house capable: (a) of identifying the
inhabitants in the house, (b) to adapt itself to the inhabitants preferences, as
well as to modify itself to changes on these preferences, and (c) to maintain
optimal levels of safety, energy saving and comfort.

This work develops an identification and adaptation system for the smart
house, based on a multiagent methodology. This approach simplifies the
implementation of the communication policy among the agents; besides, it
gives more flexibility to the system, by delegating to each agent a specific
job in the house. New jobs are added to the system by simply developing the
necessary agents to execute them. There are several methodologies that
facilitate the construction of multiagent systems, for example: MaSE1,2,
Gaia3,4, Message/UML5,6, Prometheus7–10 and Tropos11,12. This work
combines the MaSE methodology and UML (Unified Modelling Language).
This approach describes all the available services in high level just to broke
them down in more details; so, all the necessary agents to the construction of
the system can be identified, as well as the their relationships to each other.

The MaSE methodology uses graphic models and consists in two phases:
analysis and design. The analysis identifies subgoals necessary to
accomplish the main goals - to each goal is asserted a rule and a group of
agent class. This phase includes three steps: capturing goals, applying use
cases and refining roles. Initially, we define and structure the main goal as a
collection of subgoals to be accomplished. Next, use cases translates the
goals into rules and association of tasks. Finally, the roles are defined using
sequence diagrams, it is necessary to assure that all roles had been identified;
so, we will be able to develop the tasks that define their behavior and the
communication pattern. In the design phase, the system is implemented,
indeed. It consists on three steps: creating agent classes, constructing
conversations and assembling agent classes. The first step consists on the
creation of the agent’s class diagrams that describe the system as a whole,
showing its functioning and relationships. The second step defines a
coordination protocol for the agents. The third step is necessary to define the
agent architecture and its components. The final step of the design phase is
the system design that involves building a deployment diagram which
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specifies the locations of the agents within a system. In the next section, the
system is explained in more details.

2. THE SMART HOUSE PROJECT

In order to develop the system, it is necessary to identify all of its
performable tasks. The identification of these tasks is facilitated through use
case diagrams that depict a general view of all the available services in the
house. However, this diagram presents no further details regarding how and
by whom such tasks will be performed. At this phase of the project, the
house might be able to: identify its inhabitants; to adapt the room to the
preferences of its occupants; to learn new preferences delivered by the
residents; to react to external influences disturbing the environment settings;
and, to detect toxic gases and fire. From now on, we present the description
of the tasks performed by the house.

Identification: A person entering in a room, activates the footstep
sensor13,14. This event starts data acquisition by the sensor, that will inputs to
the footstep algorithms, in order to determine the person’s walking features.
An ART1 (Adaptive Resonance Theory) neural network uses the results
from the footstep algorithm to learn and associate the way of walking to a
specific individual. Ergonomic studies15 point to the uniqueness of footstep
features within a group of persons. This system is capable to recognize new
users in real time, as well as to detect slight variations on the locomotion
patterns of the usual inhabitants.

Adaptation: after receiving the identification from the resident, the room
makes a research on the resident’s preferences and sends them to the agents
that control the services supplied by the house. As soon as the tasks are
concluded, the agents send a warning to the room; finally, the service will be
finished when all the agents conclude their jobs.

Lighting settings: unsatisfied with the luminosity, the resident will be
able to adjust the dimmer, causing the system to do a new reading of a light
sensor, and the new preference of the resident is updated.

Temperature settings: when the resident modifies the temperature of a
room, the system updates his/her preference in the profile databank.

Lighting compensation: weather variations can influence the luminosity
of a room. This event is not done by the resident (resident’s interference are
done using the dimmer), so the system compensates the luminosity changes
accordingly to the person’s profile.

Gas protection: gas sensors are constantly monitoring the rooms. When
dangerous levels are reached, the gas supply is interrupted, the alarm is
turned on and the exhaustion begins working, until normality is reached.
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The details of the services previously presented can be graphically
represented, through activity diagrams. In these diagrams, we can view all
the stages of a service, the decision points and the alterations that occur in
the elements of the system, during the task. Figure 1 and Figure 2(a) shows
the use cases diagrams and the activities diagram for the use case
Identification. From this activity diagram we can see that we need to
implement 2 (two) agents: the Identification Agent and the Security Agent.

Figure 1. The use cases

The agents that are necessary to achieve the required functionality are
obtained through the analysis of all the diagrams of the system activity, and
will be addressed in the next section.

2.1 Defining the agents

Is this section, we present the agents that execute the system’s tasks. The
id agent recognizes the resident, permitting the house to act in a personalized
way. The room agent receives the resident’s identification and starts the
adaptation process, by sending messages to the agents that control the
equipments in the room. The temperature agent is responsible for keeping
the room temperature accordingly to its occupant’s preference, and also for
updating the person changing profile. The lighting agent and the noise agent
act just like the temperature agent, but in the illumination and noise fields.
The security agent acts together with the id agent protecting the house
against burglars; it is also responsible for detecting toxic gases and fire. The
electricity and water agents control the use of these resources in the house;
they can also be used in consumption’s control policies. In order to allow for
personalized actions, the room agent adapts the room to the resident’s
preferences, after his identification. These information are supplied by the
resident agent [see Figure 2(b)]. We can verify that there is a group of
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preferences for each room (i.e., temperature, light and noise levels), but due
to the system’s construction methodology, new preferences can be included
as the system grows.

Figure 2. (a) Activity diagram of the resident identification. (b) The intelligent house agent

The agents that adapt the room to its occupant make sensors reading to
define their actions, such as to send appropriate commands to the actuators.
It can be verified that the system interacts with several equipments, such as:
dimmers, thermostats in the cooler, sensors and home appliances in general.
These equipments usually do none direct communication with a computer;
consequently, it is necessary to develop an Interface Class, that will be
composed of devices, such as: acquisition data boards and X-10 standard
control panels.

After defining the agents of the house and their roles in the execution of
the tasks, the next section will present the agents’ control policies.

2.2 The control policy

The policy adopted by the system, for the communication among the
agents, considers that the resident is identified by the id agent, when the
resident agent enters a room in the house. The id agent informs the room the
identity of the resident. The room agent gets the information about the
residents’ preferences with the resident agent, so it will be able to adapt the
room. After getting the residents’ preferences, the room agent asks the
lighting, temperature and noise agents to allocate the necessary resources to
the levels accepted by the resident.
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When some non-identified person enters a room, the security agent is
informed and it takes the proper action against the burglar. Besides, this
agent, in conjunction with the temperature agent, is responsible for
protecting the house against fire. As an example of the control policies,
Figure 3 shows the communication among agents during the adaptation of a
room.

Figure 3. Room adaptation.

Finally, the house has to identify the residents, in order to act in a
personalized way. In the next section, we will present, in detail, the id agent.
Based on its work, every other agent in the house performs their job.

2.3 The id agent

The distinction of the persons living in the house might be done in the
most natural and non-invasive way, in order to take into account concerns
such as privacy and system’s user friendlessness. We use a footstep sensor
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developed by Nascimento13,15, which is capable to identify the residents on a
house based on the features of their walking. The id agent is formed by three
parts: (1) a sensor network; (2) a footstep algorithm; and (3) a neural
network for classification and identification.

The sensor network collects data, in order to obtain the physical features
to uniquely identify the resident, such as: f (footstep frequency), p (person’s
weight), (angle of the right foot), (angle of the left foot) and s (footstep
length).

The sensor network is composed of load cells, the locations of which are
described with (X, Y) cartesian coordinates. The load cells are disposed such
as we can see in Figure 4. The distance d between the sensors has to be
chosen carefully, since its value should permit the correct identification of a
resident with a minimum data amount and computational effort. The value d
= 2cm was chosen, because it provided the best results with the minimum
efforts, considering an adult’s foot characteristics. In order to track the
residents inside the house, a sensor network is placed in the transition zones
for each room and in the house’s entrances. The sensor network is able to
identify several residents at a time, due to the fact that for a distance between
two footsteps greater than 90cm, they are considered to be from different
persons. Footsteps laying within 90cm from each other might belong to a
single person, and are known as correlate group.

Figure 4. The sensor net.

The second part of the id agent is composed of the footstep algorithms:
(1) footstep angle algorithm; and (2) the footstep frequency algorithm. In
this paper, we work with variations of the the algorithms presented in
works13,15. These algorithms receive the data collected by the sensor network
and calculate the walking features of the resident.

The parameter p is an output from the load cell. The parameters and
are determined by the footstep position and the direction of the person’s
locomotion. The parameter s is obtained by the distance between the right
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and left feet. We can observe that, as we walk, our feet accomplishes three
phases: the support phase, the sustaining phase, and the impulse phase1. Let

and be the time period for the support, sustain and impulse phases,
respectively. Experimentally, it was observed that these phases demand the
same amount of time; i.e., Ta = Ts = Ti = T/3. In this work, we considered
these three phases with length D=3, where D is the footstep length. To
calculate the footstep angle, we must find the last and the first sensors, that
have been activated in that footstep. Then, we calculate the middle point
between them, and the supporting points that are located in the first and
second parts of the same footstep. The angle of the foot (right or left) is
discovered using two equations for concurrent straight lines in any point.
Then, we find the points (A, and for the footstep. The footstep
direction is given by the line between the points and The straight line
between the points A and A’ shows the direction of the movement. The angle

is given by the direction of movement and the footstep direction of the
right foot. The data acquisition system works with a data structure (X, Y, p,
T, E), where: (X, Y) are the cartesian coordinates of the footstep sensor; P is
the weight; T indicates the time, in which the sensor was activated or
deactivated (0-deactivated and 1-activated). In order to obtain the frequency
f, the algorithm calculates the time interval between the first sensors
activated on footstep i and i+1. Furthermore, to determine the frequency, the
algorithm uses the structure (X, Y, T), that can find the coordinates and the
time of activation of the first sensor in each footstep. The final value of the
frequency will be the mean value of the frequencies calculated in this
process. The characteristics of walking are presented in Figure 5.

Figure 5. The resident’s walking features.

The neural network is used to identify the home’s resident using his/her
walking features calculated by footstep algorithms. The ART1 neural

1 Here is a brief explanation of the three phases of a person’s walk: (a) Support phase: when
the swing foot reachs the ground; (b) Sustaining phase: the entire foot is placed on the
floor, preparing for an impulse; and (c) Impulse phase: the foot propels the body forward
and the leg loses contact with the ground.
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network is used because its training algorithm is non-supervised, which
eliminates the need of previous presentation of the residents’ walking
patterns; and also, for being capable to recognize a resident that presents
variations in his/her walking.

In order to validate the id agent, we have to show that it is capable of
recognizing new individuals (as well as, being aware of that in future), even
if they present variations of their walking features. The footstep patterns of
some individuals were collected as experimental data, using a plane ground
surface covered with paper. So, during the people’s walk, the footsteps (the
shoes were marked with ink) were registered in the paper, allowing us to
collect the data needed for the footstep algorithms, that is summarized in
Table 1.

The ART1 neural network uses binary input, so we have to make some
considerations. The input variable p ranges from 20kg to 147kg, so it is
represented using a vector of 7 bits. The input variable f ranges from 1Hz to
2.2Hz. If the precision used is 0.10Hz, then we will have 13 possible
frequency levels, so it is represented with a vector of 4 bits. The input
variables and s follow no specific pattern. From the data collected, we
can see that the angle of the left foot presents a variation of -25.9°

and the angle of the right foot presents a variation of 19.0°
If the precision adopted is 0.1°, we need a vector of 9

bits for the angle of the left foot, and a vector of 8 bits for the angle of the
right foot. The footstep length s presented a variation of 25.4cm (52.7cm < s
< 78.1cm). Consequently, an 8-bit vector is enough, for a 0.1cm precision. If
the output variable Idt can be represented by a vector of 4 bits, we can
identify up to 16 people - a more than reasonable number of persons in a
house.

Let us suppose the existence of a house with the residents with the
features displayed in Table 2.
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Since the ART1 neural network works with binary data, we convert the
features in Table 2, and each person is now represented by a 36 bits vector.
This vector contains all the studied features and will be the input for the
neural network and are shown in Table 3.

For a better visualization, each individual pattern will be represented by a
block formed by small white and black squares. A white square represents a
bit 1 (one) an a black square a bit 0 (zero). The blocks should be read from
the top to the bottom, from left to right.

First, we will show that the id agent is capable of recognizing the
residents of the house; so, we developed a matlab function that implements
the ART1 neural network. This function takes as parameters the output of
the footstep algorithms. Figure 6 shows the final configuration of the neural
network after the residents features being presented; in the top of the figure,
we can see the patterns from each resident and in the bottom we can see the
clusters formed for each pattern recognized by the agent.

Now, we have to show that the id agent is capable of identifying a
resident, even if there are variations in his/her walking features. These
variations should be saved in the resident’s cluster. Suppose, for example,
that the resident 1 is carrying a bag, so his/her weight changes from 80 to

and his/her footstep length, s, goes from 52.7cm to
Imagine also that resident 7 is going on a diet, and now, s/he is
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weighting and his/her footstep frequency now is

Figure 6. Recognition of the residents.

Figure 7 shows the final configuration of the neural network after the
presentation of the new features of residents 1 and 7, the ART1 neural
network has learned the new patterns of the residents and saved them to their
clusters.

Figure 7. Recognition of the residents with variation on walking patterns in residents 1 and 7.

We have proved that the id agent accomplished its role very well, being
able to identify new users, creating new clusters for them; and recognizing
variations on patterns already presented to the network, making the
necessary changes on the clusters in order to learn these new characteristics.

In the next section, we introduce the lighting agent, which uses the
information provided by the resident agent to adjust the lights of a room
based on the occupant’s preferences.
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3. LIGHTING AGENT

The lighting agent that we propose sets the level of the lights of each
room based on the preferences of the resident recognized by the id agent.
The system consists of a photoresistor and a dimmer, which can be operated
manually or through a microcontroller. Hereafter, we make a description of
the learning process. As soon as an identified resident enters for the first
time in a room, and stays there for 10 seconds at least, the system should
keep the last value informed by the photoresistor. The system will track the
person all over the house for a certain time, in order to pick up a report of
his/her light setting preferences. This period of 10s is enough to the person
to change the light level of a room. For the very first 3 times of a person in a
room, the illumination will be activated in 60% of its maximum value and it
will be reduced until the user changes the position of the dimmer. Besides, if
a person increased the dimmer’s set 3 (three) times, the next time the light
level will be set in 100%.

The total luminous flux of a room is given by:
where they are, respectively: the flux of the controlled room, the flux from
the natural source and the flux from neighboring rooms.

To test our lighting agent, we modeled a room using the matlab. In the
simulation we considered resident’s illumination level preference of 3.780
lumens, and that the lamps installed in the room are capable to produce a
maximum luminous flux of 5.400 lumens. During all day, variations of the
luminous flux occurred in the room, see Table 4.

The lighting agent has to maintain the luminous flux of the room constant
during all day, despite the action of the natural source and neighbor rooms.
We can see, in Figure 8, that the agent reduces or increases the lights of the
room according to the external sources of light.
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Figure 8. [Luminous flux of the room.]

Using fluorescent lamps in the room we achieved an energy saving of
707 Wh in 24 hours, which means a reduction of 36.8%. Therefore, the
lighting agent presented here accomplished its goal of recognizing the
individual, and most of all, the agent saved energy keeping the comfort
levels stable, what is one of the objectives of the smart home.

4. FINAL COMMENTS

The current work proposed a smart house capable of identifying the
inhabitants in the house, adapting itself to the inhabitants daily preferences,
as well as to modify itself to changes on these preferences, and maintaining
optimal levels of safety, energy saving and comfort. This work developed an
identification and adaptation system for the smart house, based on a
multiagent methodology. This approach simplifies the implementation of the
communication policy among the agents; besides, it gives more flexibility to
the system, by delegating to each agent a specific job in the house. The
system uses a pervasive human footstep sensor capable of recognizing the
inhabitants of the house, through their weights and the characteristics of their
locomotion. A neural network is used to learn and adapt to the daily habits
of each individual, as well as to properly negotiate the changes in these
patterns of behavior. In order to validate our idea, experiments were done
with a room light system, the results of which show a very reliable system,
capable to perform personalized actions in the house. As a next approach to
this research, we intend to build a prototype for the entire system and
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implement features of other multiagent modeling methodologies to optimize
the performance of our smart house project.
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DEDUCTIVE DIAGNOSIS OF DIGITAL
CIRCUITS*
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Abstract: In this paper we present an efficient deductive method for addressing
combinational circuit diagnosis problems. The method resorts to bottom-up
dependencies propagation, where truth-values are annotated with sets of faults.
We compare it with several other logic programming techniques, starting with
a naïve generate-and-test algorithm, and proceeding with a simple Prolog
backtracking search. An approach using tabling is also studied, based on an
abductive approach. For the sake of completeness, we also address the same
problem with Answer Set Programming. Our tests recur to the ISCAS85
circuit benchmarks suite, although the technique is generalized to systems
modelled by a set of propositional rules. The dependency-directed method
outperforms others by orders of magnitude.

Key words: Fault Diagnosis, Logic Programming, Abduction

1. INTRODUCTION

Because of its simplicity and applicability, model-based diagnosis has
proven an important problem in artificial intelligence. Simply put, model-
based diagnosis can be seen as taking as input a partially parameterized
structural description of a system and a set of observations about that
system. Its output is a set of assumptions which, together with the structural

* This work was partially supported by Praxis XXI Project TARDE.
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description, logically imply the observations, or that are consistent with the
observations. This corresponds to the Matching-Abnormal-Behaviour
(MAB) diagnosis conceptual model1.

A problem-solving system for model-based diagnosis can be used to
diagnose faulty behaviour of systems from their specifications, and may be
valuable in the manufacture of electrical circuits, engine components, copier
machines, etc. However, such a system could also be used to allow
deliberative agents revise their plans, to parse natural language in the
presence of errors and other tasks.

As stated, model-based diagnosis bears a strong resemblance to
satisfiability in first-order logic. Accordingly, the implementation of model-
based diagnosis has most often been based on general problem-solving
systems, such as truth maintenance systems (TMS2) or belief revision
systems3. However, given its logical flavour, model-based diagnosis should
be amenable to logic programming (LP) techniques, such as abduction or
default logic. For diagnosis, the power of an LP approach, if it can be made
successful, is that the search of problem space can be made by an optimized
general purpose engine rather than using a specially designed diagnoser or
TMS.

Here we explore various LP approaches to model-based diagnosis, and
apply them to the c6288 digital circuit from the ISCAS’85 set of
benchmarks4. C6288 (Fig. 1) is a 16-bit multiplier, which can be seen as a
grid-like pattern of 240 half and full adders, consisting of 2406 logical gates
in all.

C6288 is of special interest in that it has traditionally proven difficult to
diagnosis system. It is reported5 that several special-purpose diagnosers
could not reliably detect faults in this circuit. However, the best LP
approaches reliably detect all faults, and appear superior in the execution
times. Moreover, LP approaches, when compared to the special-purpose
ones, also have the advantage of requiring a very small amount of code –
often less than a hundred lines.

In our experiments, we adopt the usual stuck-at fault model, where faulty
circuit gates can be either stuck-at-0 or stuck-at-1, respectively outputting
value 0 or 1 independently of the input. We first experimented with two
naïve approaches that use a generation mechanism to identify possible sets
of faults and then a test mechanism to test whether the faults are consistent
with a given set of observations. We then experimented an approach that
uses tabling to abduce faults consistent with observations. Here, for lack of
space, we only briefly mention them, though details can be found in a
report6. We then present an approach based on generating diagnoses as a
stable model (SM) of a program, an approach that uses a novel mechanism
of grounding the input to the SM generator via tabling. We next show how a
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deductive dependency-directed technique can be adapted to efficiently
derive diagnoses and be advantageously implemented in Prolog in a
backtrack-free manner. Finally, we compare the performance of all
techniques and analyse their strengths and weaknesses.

Figure 1. High-level Model of c6288 Multiplier Circuit and full adder module (images
obtained from http://www.eecs.umich.edu/~jhayes/iscas/ ).

2. NAÏVE APPROACHES AND TABLING

Perhaps the simplest, even naïve, method to test a circuit for a diagnosis
is a simple generate-and-test method. Essentially, for each faulty gate that
we intend to test, we simply replace its model by fixing its output to the
appropriate faulty value which, in our running example is the negation of the
correct value – generate phase. We then compare the output produced by the
faulty model with the observed output. If they are the same, the (possible)
fault is accepted, otherwise rejected – test phase. A slightly different method
(that we call generate-and-check) consists in, rather than only comparing to
the output vector in the end, to force the output vector in the test phase.

An alternative is a backtracking approach, making use of the in-built
depth-first search strategy of Prolog engines. Instead of taking as input the
faulty state of the gate, this approach simply models all the possible states of
the gate, and returns either a list with the faulty state or an empty list.

The use of tabling is natural for handling the grid-like structure of c6288,
which can require a huge amount of recomputation of circuit values, if a top-
down approach (such as each of the two above) is used. In the tabling
approach, that we implemented in XSB7, we represent the faulty behaviour
of a gate as an assumption, and a diagnosis as a consistent set of
assumptions.
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3. STABLE MODEL PROGRAMMING

A new, and growing in importance, LP paradigm is that of Stable Models
(or Answer-set) Programming8,9. In it, solutions to a problem are represented
by the stable models10 of the corresponding program, rather than by answer
substitutions of a single model of the program, as in traditional LP. In
traditional LP (as in the above) the diagnoses of a circuit are represented by
terms, the clauses of the program being viewed as their recursive definition.
In stable model (SM) programming, clauses are viewed as constraints on the
diagnoses, each diagnosis being represented by a model of the program
defined in terms of those constraints. As claimed8, “stable model
programming is especially well suited for all problems where solutions are
subsets of some universe, as each solution can be modelled by a different
stable model”. This is definitely the case of circuit diagnosis, where
solutions are subsets of abnormal gates, and so we have also used this new
approach to solve the circuit problem.

To represent our circuit diagnosis problem in SM programming, all we
have to define is a suitable set of constraints over the predicates that define
the circuit and the diagnoses. An important constraint in this domain is that
each gate is either normal or abnormal, and cannot be both. This is easily
coded by the following two rules:

i.e. if X is a gate that is not normal then it must be abnormal, and vice-versa.
Moreover, if some, e.g., AND-gate is normal, then its output value must

be the conjunction of its inputs. If it is abnormal, its output is the negation of
the conjunction. Rules imposing exactly this are:

It remains to be imposed that: a) no point can simultaneously have 2
different values; b) all values of a given output vector are observed; and c)
only single-faults occur:

where each Vi in the explains/0 clause is replaced by the output value of the
corresponding gate in a given output vector. This clearly resembles the
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formulation of an abduction problem: our goal is that all observed output
values are explained, there are is inconsistency and no diagnoses with more
than one abnormal gate. And we are only interested in SM’s in which our
goal is satisfied (i.e. it is not false). The SM’s of this program, restricted to
predicate abnormal/1, exactly correspond to the diagnosis of the circuit.

For computing the SM’s of the described program (i.e. the single-fault
diagnoses of the circuit) we have used the smodels system11 version 2.26 for
Windows. For dealing with the grounding of the program, required by
smodels, and for pre-processing away the function symbols out/2 and in/3
used in the representation of the circuit, we have developed an XSB-Prolog
program. Although this is all that is required of the XSB-Prolog for this
circuit diagnosis problem, the program does more. The additional
functionality of the mentioned XSB-Prolog program might be crucial for
other diagnosis problems and, in general, for other problems that can be
coded as abduction.

Our XSB-Prolog program starts by running the query goal in a program
with the representation of the problem having the above clause for goal/0,
without the last clause (:- not goal), and where all predicates are tabled. In this
execution, all calls that depend on loops over negation are suspended. Note
that, in the above representation, the only loop over negation is the one
between predicates abnormal/1 and normal/1. After the execution, the tables
of the various predicates contain the so-called residual program11, which
has, for each predicate, the (non-failing) rules used during execution,
simplified by removing all body literals proven true (and not suspended). It
is well known11 that the SM’s of the residual program are the same as those
of the part of the original program relevant to the query. Moreover, if all the
calls during the execution are ground (which is the case for our
representation) the residual program is also ground. Thus, this residual
program, after some simple pre-processing that eliminates the function
symbols out/2 and in/3, is what is passed to smodels for computing the
diagnoses. This method is now easy to implement, due to the recent XAsp
package of XSB 2.6, which already provides special predicates for this
purpose and linking to smodels. Its main advantage over a direct usage of
smodels is that only the part of the program relevant to the query has to be
considered when computing the SM’s. Besides gains in efficiency, this is
also important for general abduction problems: in this way, the obtained
abductive solutions come only in terms of abducibles relevant to the query
(i.e. only relevant abductive solutions are computed).
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4. DEPENDENCY-DIRECTED DIAGNOSIS

As an alternative to model the circuit diagnosis problem, we represent
digital signals with sets and Booleans. A deductive dependency-directed
technique13,14 is used to simulate the circuit behaving normally, as well as to
deduce the behaviour of all faulty circuits. This technique has been used by
the Electronic CAD community for fault simulation, but in this section we
show how to apply it to our diagnosis problem.

Since the faulty behaviour of a circuit can be explained by several sets of
faults, we represent a signal not only by its normal value but also by the set
of diagnoses it depends on. More specifically, a signal is denoted by a pair
L-N, where N is a Boolean value (representing the Boolean value of the
circuit when there are no faults) and L is a set of diagnoses, that might
change the signal into the opposite value. For instance, for single faults,
X={g/0,i/1}-0 means that signal X normally is 0 but if gate g is stuck-at-0, or
gate i is stuck-at-1, then its actual value is 1. Ø-N represents a signal with
constant value N, independently of any fault. For generality, we need to
explicitly represent the fault modes in the set of faults. In the following we
assume that any gate in a circuit may be faulty.

A gate g, that can either be normal, stuck-at-0 or stuck-at-1, may be
modelled by means of a normal gate to which a special buffer, an S-buffer,
is attached to the output. As such, all gates are considered normal, and only
S-buffers can be faulty. The modelling of S-buffers is as in Table 1:

When the input is 0 and independent of any fault, the S-buffer output
would normally be also 0, but if it is stuck-at-1 then it becomes 1. More
generally, if the normal input is 0 but dependent on the output depends
not only on g/1 but also on input dependencies The same reasoning can
be applied to the case where the normal input signal is 1, and the output of
an S-buffer g with input can be generalised to where
stands for the complement of Boolean value N.

Normal gates fully respect the Boolean operation they represent. We
discuss the behaviour of NOT and AND-gates as illustrative of these gates.
All other gates can be modelled as combinations of these. Given the above
explanation of the encoding of digital signals, for a normal NOT-gate whose
input is signal L-N, the output is simply since the set of faults on
which it depends is the same as the input signal.
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For an AND-gate, in the absence of faults, the output is the conjunction
of the normal inputs. The set of faults that may change the output signal into
the opposite of the normal value is less straightforward to determine. When
both normal inputs are 1 (1st case of the table below), a fault in set or set

justifies a change in the output. In the second case (two 0s), to invert the
output signal, a fault in both and must exist. So, the set of faults that
justify a change in the gate’s output is the intersection of the input sets. In the
last two cases, to obtain an output different from the normal 0 value, it is
necessary to invert the normal 0 input, and not to invert the normal 1 input
(justifying the set difference in the output), as in Table 2:

To model the diagnosis problem and find the possible single faults that
explain the faulty output vector F, a bit-wise comparison between F and the
deduced simulated logic output must be performed. Let and denote,
respectively, the real and simulated value of output bit o, where is a
Boolean value and is a set-Boolean pair When the only
possible single faults are in and any such fault explains When
none of the faults in occur. Hence, the set of faults that justify the full
incorrect output vector F is given by

where o ranges over all the output bits. The diagnostic solution is
then given by intersecting all the dependency sets where is incorrect
and removing the union of where is as expected.

The LP implementation of the dependency-directed fault diagnosis is
immediate: we simply propagate bottom-up the signals over the circuit (as in
the generate-and-test, and backtracking approaches), making use of logical
variables and unification. In contrast with the generate-and-test
implementation, Boolean values representing 0/1 circuit values are now
substituted by a term Value-ListOfGates, and the gates’ behaviours are as
described above. To implement the set operations, we resorted to the ordsets
library for operations over sorted lists of SICStus Prolog15. Of all the
approaches in this paper, it turns out that this is the most efficient one. This
is as expected, since with this approach only one pass in the circuit is needed
to extract the information needed to compute all the faults for all the output
vectors.

This method can be extended to handle multiple fault diagnoses. The
major problem is the representation of all the possible diagnoses. In the
single fault case, our sets may have at most 2*G gates, where G is the
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number of gates in the circuit (2406 for c6288). However, for double faults
the lists may expand to (around 23 million elements for c6288!). A
better representation is needed in order to avoid this explosion. We tried to
encode sets of double faults by sets of pairs of the form (f,ListOfFaults) or
(f,-ListOfFaults). For instance, the pair (10/1,[20/0,40/1,50/1]) represents the
set of faults {(10/1,20/0), (10/1,40/1), (10/1,50/1)}, while (10/1,-
[20/0,40/1,50/1]) stands for the set of all double faults, containing 10/1,
minus the above ones. We have extended the ordinary set operations to pairs
of this form and tested it with c6288. All double faults for c6288 could be
determined in a reasonable amount of time (see the conclusions section).

5. RESULTS AND CONCLUSIONS

In this paper we addressed several approaches to the circuit diagnosis
problem. The implementations were tested using the same input vector,
01001000000100010001000110100000, corresponding to the multiplication
of 34834 by 1416, returning 49324944, represented in binary by (least
significant bit first) 00001001110001010000111101000000. From this
correct output we flipped a bit at a time, obtaining 32 incorrect output
vectors. The results for the various approaches were as shown in Table 3 (all
tests run on a Pentium III 733 MHz; for Test, Check, BT and Dependency,
SICStus 3.8.5 was used; for Tabling, XSB-Prolog 2.2; for Smodels, SModels
2.26).

Timings should be looked with some care. Note that we are using
different Prolog systems, with possible impact on the performance. In the
last column of the table, only the total time appears since, for the
dependency-directed approach, the information needed to obtain the
diagnoses is computed in a single propagation over the circuit (this phase
takes 220ms). The diagnoses for each test are then obtained by set operations
on the results, this phase taking a total of 610ms. On average, for a single
test vector, diagnoses can be found in around 20ms, after propagation. Thus,
total execution time reduces to 240ms. This is by far the best method
presented here. The main reason is that, contrary to previous methods, this
one is backtrack-free. The method can also be generalized to multiple faults.
When computing all double faults, the propagation phase took
approximately 780 seconds. Note that the operations on sets of faults are
now more complex and therefore we have a 3500-fold slowdown. An
implementation for larger cardinality of faults is an open research problem.
Notice that a similar technique can be used in Abductive LP, widening the
applications of the method.
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As expected, generate-and-test takes constant time. Generate-and-check
is a little better, but its performance degrades as the wrong bit becomes more
and more significant, since incorrect assumptions fail later. The backtracking
version performs quite well, but shows the same problem of generate-and-
check, for the same reasons.
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The tabling approach is very good at solving problems with a small
number of faults, the running times being almost independent of the wrong
bit. The justification is a dynamic ordering of inputs and dependencies
checking used to direct the search. It gets worse for greater number of faults
since more memory is required to store the tabled predicates. Also notice
that XSB Prolog is much slower than SICStus.

The SM programming approach is, among those presented, the least
efficient. However, this approach has been specially tailored for solving NP-
complete problems, which is not the case for our single-fault circuit
diagnosis. Nevertheless, we were impressed with the robustness of the
smodels system, which was capable of handling the very large files resulting
from the residual program for each test in this circuit. In fact, for each output
vector, the (ground) logic program, generated by the XSB-Prolog program,
that served as input to smodels has, on average, 31036 clauses and around
2.4 MB of memory. On the other hand, the representation of the circuit and
of the problem is (arguably) the most declarative and easier one.

We have also tried to implement a solution resorting to SICStus library
of constraints over Booleans. Our efforts proven useless, since SICStus was
unable to handle the constraints we generated (usually, ran out of memory).

Although we did not run specialized diagnosis systems in the same
platform, we can compare our times with the ones presented by those
systems some years ago, and take into account the hardware evolution. The
results of the shown LP approaches are then quite encouraging. For example,
the results of the DRUM-II specialized system16 seem worse than ours: it can
take 160 seconds to diagnose all single faults in c6288 for a specific output
vector. We dare to say that this system, even if ported to an up-to-date
platform, would still be less efficient than our dependency-directed approach
(which takes 0.83s to produce the diagnoses for the 32 output vectors), and
would possibly be comparable to our general approaches of backtracking
and tabulation (which, for the worst case take, respectively, 6.59 and 15.54
seconds).
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Abstract: NASA is studying advanced technologies for a future robotic exploration
mission to the asteroid belt. This mission, the prospective ANTS (Autonomous
Nano Technology Swarm) mission, will comprise of 1,000 autonomous robotic
agents designed to cooperate in asteroid exploration. The emergent
properties of swarm type missions make them powerful, but at the same time
are more difficult to design and assure that the proper behaviors will emerge.
We are currently investigating formal methods and techniques for verification
and validation of future swarm-based missions. The advantage of using
formal methods is their ability to mathematically assure the behavior of a
swarm, emergent or otherwise. The ANT mission is being used as an example
and case study for swarm-based missions for which to experiment and test
current formal methods with intelligent swarms. Using the ANTS mission, we
have evaluated multiple formal methods to determine their effectiveness in
modeling and assuring swarm behavior.

Key words: emergent behavior; formal methods; spacecraft; swarms; verification

1. INTRODUCTION

NASA is studying advanced technologies for a future robotic exploration
mission to the asteroid belt. One mission, the prospective ANTS
(Autonomous Nano Technology Swarm) mission, will comprise 1,000
autonomous robotic agents designed to cooperate in asteroid exploration.
Since the ANTS and other similar missions are going to consist of
autonomous spacecraft which may be out of contact with the earth for
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extended periods of time, and have low bandwidths due to weight
constraints, it will be difficult to observe improper behavior and to correct
any errors after launch. Because of this proper verification of these kinds of
missions is extremely important. One of the highest possible levels of
assurance comes from formal methods1. Once written, a formal
specification can be used to prove properties of a system (e.g., the
underlying system will go from one state to another or not into a specific
state) and check for particular types of errors (e.g. race conditions). The
authors have investigated a collection of formal methods techniques for
verification and validation of spacecraft using swarm technology. Multiple
formal methods were evaluated to determine their effectiveness in modeling
and assuring the behavior of swarms of spacecraft2, 3. The ANTS mission
was used as an example of swarm intelligence for which to apply the formal
methods.

The ANTS mission4, 5 will have swarms of autonomous pico-class
(approximately 1kg) spacecraft that will search the asteroid belt for asteroids
that have specific characteristics (Figure 1). To implement this mission a
high degree of autonomy is being planned, approaching total autonomy. A
heuristic approach is being considered that uses a social structure to the
spacecraft in the swarm. Artificial intelligence technologies such as genetic
algorithms, neural nets, fuzzy logic and on-board planners are being
investigated to assist the mission to maintain a high level of autonomy.
Crucial to the mission will be the ability to modify its operations
autonomously to reflect the changing nature of the mission and the distance
and low bandwidth communications back to Earth.

Approximately eighty percent of spacecraft, called workers, will have a
single specialized instrument (e.g., a magnetometer, x-ray, visible/IR, neutral
mass spectrometer). Other spacecraft are called rulers that have rules that
decided the types of asteroids and data the mission is interested in and will
coordinate the efforts of the workers. Messengers will coordinate
communications between the workers, rulers and Earth. Each worker
spacecraft will examine asteroids they encounter and send messages back to
a ruler that will then evaluate the data and form a team to investigate it that
contains the appropriate spacecraft with specialized instruments.

One of the most challenging aspects of using swarms is how to verify
that the emergent behavior of such systems will be proper and that no
undesirable behaviors will occur. In addition to emergent behavior in
swarms, there are also a large number of concurrent interactions between the
agents that make up the swarms. These interactions can also contain errors,
such as race conditions, that are difficult to detect until they occur. Once
they do occur, it can be difficult to recreate the errors since they are usually
data and time dependent. Verifying intelligent swarms are even more
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difficult since the swarms are no longer made up of homogeneous members
with limited intelligence and communications. Verification will be difficult
not only due to the complexity of each member, but also due to the complex
interaction of a large number of intelligent elements.

Figure 1. ANTS Mission concept.

2. FORMAL APPROACHES AND ASSURANCE

As mission software becomes increasingly more complex, it also becomes
more difficult to test and find errors. Race conditions in these systems can
rarely be found by inputting sample data and checking if the results are
correct. These types of errors are time-based and only occur when processes
send or receive data at particular times, in a particular sequence or after
learning occurs. To find these errors, the software processes involved have
to be executed in all possible combinations of states (state space) that the
processes could collectively be in. Because the state space is exponential
(and sometimes factorial) to the number of states, it becomes untestable with
a relatively small number of processes. Traditionally, to get around the state
explosion problem, testers have artificially reduced the number of states of
the system and approximated the underlying software using models.

Formal methods are proven approaches for assuring the correct operation
of complex interacting systems6, 7. Verifying emergent behavior is an area
that most formal methods have not addressed. We surveyed a number of
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formal methods techniques to determine if there existed formal methods that
have been used or would be suitable for verifying swarm-based systems and
their emergent behavior8, 9. Formal methods were surveyed based on
whether they had currency support, were based on a formal model, had tool
support, and had been used to specify and verify agent-based or swarm-
based systems. What was found from the survey was that there are a number
of formal methods that support either the specification of concurrency or
algorithms. It was also found that in recent years there have been a large
number of hybrid or combination formal methods that have been developed
with the hope of specifying both concurrency and algorithms with the same
method. Table 1 shows part of the results of the survey for mainstream
formal methods, Table 2 shows the results for hybrid formal methods and
Table 3 shows a comparison of formal methods that have been used to
specify swarm-based systems.
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Table 1 summarizes the results of mainstream formal techniques and
their use on swarm and agent-based systems. The formal methods were
evaluated for concurrency support, algorithm support, tool support, their
formal basis, whether they had been used in specifying agent-based systems
and whether they had been used in specifying swarm-based systems.

Table 2 compares hybrid or combination formal methods surveyed. This
table also lists support for concurrency, algorithms, tool support, whether it
is based on a formal foundation, has been used to specify agent-based
systems and if it has been used to specify swarm-based systems. For the tool
support, a yes is entered only if there was integrated tool support for the
combined languages.

Table 3 compares methods that have been used for modeling or
specifying swarm-based systems (computer or biological based). It lists
whether each method provides support for concurrency, algorithms, has tool
support, is based on a formal foundation, and if it supports the analysis of
emergent behavior and whether it has been used to specify swarm-based
systems (software or biological).

The following is a summary of specification techniques that have been
used for specifying social, swarm and emergent behavior:

Weighted Synchronous Calculus of Communicating Systems (WSCCS),
a process algebra, was used by Tofts to model social insects10. WSCCS
was also used in conjunction with a dynamical systems approach for
analyzing the non-linear aspects of social insects11.
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X-Machines12 have been used to model cell biology13 and modifications,
such as Communicating Stream X-Machines14, also have potential for
specifying swarms.

Dynamic Emergent System Modeling Language (DESML)15, which is a
variant of UML, has been suggested for modeling emergent systems.

Cellular automaton16 has been used to model systems that exhibit
emergent behavior (such as land use).

Artificial Physics17 is based on using properties from physics to model
constraints and interaction between agents.
Simulation approaches that use a modeling technique to model the
behavior. These approaches do not model emergent behavior
beforehand, only after the fact.

Though there were a few formal methods that have been used to specify
swarm-based systems, only two had been used to analyze the emergent
behavior of swarms. One of these formal methods was WSCCS and the
other was artificial physics. In addition, it was also discovered that the
majority of the work in specifying swarm-based systems has been done on
biological systems by biologist with the help of computer scientists that used
modified formal methods10, 11, 13.

3. EVALUATION OF SPECIFICATION METHODS

Based on the results of the survey, four formal methods were selected to
do sample specification of part of the ANTS mission. These methods were:
the process algebras CSP18 and WSCCS10, X-Machines12, and Unity Logic19.
DESML, Cellular Automata, artificial physics and simulation approaches
were not used even though they had been used for specifying or analyzing
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emergent behavior. DESML was not selected because it had not been used
to analyze emergent behavior. Cellular Automata was not selected because
it did not have any built in analysis properties for emergent behavior and
because it has been primarily used for simulating emergent systems. Though
not used for the specification, it too may be revisited to examine its
strengths. Artificial physics, though again has possibilities, was not used
due to its early stages of development and use. Lastly, simulation techniques
were not used because verification can not be done only using simulation.
This is because there could be emergent or other undesirable behaviors
occurring that are not visible or come out in a simulation, but may be there
none the less. A formal technique is designed to find exactly these kinds of
errors.

The following describes the results of the sample specifications and the
evaluation of the methods used.

CSP is very good at specifying the process protocols between and within
the spacecraft and analyzing the result for race conditions. Being able to
evaluate a system for race conditions is very important in systems,
particularly swarm-based systems which are highly parallel. From a CSP
specification, reasoning about the specification can be done to determine
race conditions as well as converted into a model checking language for
running on a model checker. Though the above is important and process
algebras have been widely used for specifying agent-based systems, there is
no facility for evaluating emergent behavior of the end system.

WSCCS is a process algebra that takes into account the priorities and
probabilities of actions performed. It further provides a syntax and large set
of rules for predicting and specifying the choices and behaviors of the
Leader, as well as a congruence and syntax for determining if two automata
are equivalent. All of this in hand, WSCCS can be used to specify the ANTS
spacecraft and to reason about and even predict the behavior of one or more
spacecraft. This robustness affords WSCCS the greatest potential for
specifying emergent behavior in the ANTS swarm. What it lacks is an
ability to track the goals and model of the ANTS mission in a memory.

Unity Logic has a syntax equivalent to simple Propositional Logic for
reasoning about predicates and the states they imply as well as for defining
specific mathematical, statistical and other simple calculations to be
performed. However, it does not appear to be rich enough to allow ease of
specification and validation of more abstract concepts such as mission goals.
This same simplicity, however, may make it a good tool for specifying and
validating the actual Reasoning portion of the ANTS Leader spacecraft,
when the need arises. In short, specifying emergent behavior in the ANTS
swarm will not be accomplished well using Unity Logic, though logic does
provide many useful properties for reasoning about systems.
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X-Machines provide a highly executable environment for specifying the
ANTS spacecraft. It allows for a memory to be kept and it allows for
transitions between states to be seen as functions involving inputs and
outputs. This allows us to track the actions of the ANTS spacecraft as well
as write to memory any aspect of the goals and model. This ability makes X-
Machines highly effective for tracking and affecting changes in the goals
and model. However, X-Machines do not provide any robust means for
reasoning about or predicting behaviors of one or more spacecraft, beyond
standard propositional logic. This will make specifying or analyzing
emergent behavior difficult or impossible.

Based on the above evaluation, the following are some of the properties
of a formal method needed for specifying swarm-based systems:

Ability to model and reason about aggregate behavior based on future
actions of the individual agents of a swarm (such as provided by
WSCCS)

Ability to model and reason about concurrent processes for detection of
race conditions (such as provided by CSP and Unity Logic)
Ability to model states of an agent of the swarm to assure correctness
(such as provided by statecharts, X-Machines or Z)

Ability to model and reason about persistent information so adaptive
behavior can be verified (such as provided by X-Machines).

A blending of the above methods seems to be the best approach for
specifying swarm-based systems and analyzing emergent behavior of these
systems. Blending the memory and transition function aspects of X-
Machines with the priority and probability aspects of WSCCS may produce
a specification method that will allow all the necessary aspects for
specifying emergent behavior in the ANTS mission and other swarm-based
systems. The idea of merging the above methods is currently being
furthered studied as well as adding some of the properties of logic and
cellular automata.

4. CONCLUSION

Swarm-based missions are becoming more important to NASA and other
government missions so new science can be performed. These types of
missions have many positive attributes but represent a change in paradigm
from current types of single spacecraft missions. Due to this, swarms
require new types of verification and validation techniques to assure their
correct operation. To overcome their non-deterministic nature, high degree
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of parallelism, intelligent behavior and emergent behavior, new kinds of
verification methods need to be used.

This paper gave the results of an investigation into formal method
techniques that might be applicable to future swarm-based missions and that
can verify their correctness. It also analyzed the properties of these methods
to determine the needed attributes of a formal specification language to
predict and verify emergent behavior of future NASA swarm-based systems.

We are currently working on developing a new formal method based on
blending aspects of the above formal method as well as adding additional
mathematical techniques from other areas of mathematics that might prove
fruitful for predicting the emergent behavior of swarms. From this new
formal method we will use the ANTS and another NASA swarm-based
mission to test the capabilities of the resulting formal method. We expect
that the resulting formal method could become the basis of other
specification languages to support specification and analysis of future
swarm-based systems.
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KNOWLEDGE BASE STRUCTURE
Understanding maintenance

John Debenham
University of Technology, Sydney

Abstract: In a unified conceptual model for first-order knowledge bases the data and
knowledge are modelled formally in a uniform way. A knowledge base is
maintained by modifying its conceptual model and by using those
modifications to specify changes to its implementation. The maintenance
problem is to determine which parts of that model should be checked for
correctness in response a change in the application. The maintenance
problem is not computable for first-order knowledge bases. Two things in
the conceptual model are joined by a maintenance link if a modification to
one of them means that the other must be checked for correctness, and so
possibly modified, if consistency of the model is to be preserved. A
characterisation is given of four different kinds of maintenance links in a
unified conceptual model. Two of these four kinds of maintenance links
can be removed by transforming the conceptual model.

Key words: KBS methodology, expert systems, intelligent systems

1. INTRODUCTION

In a unified conceptual model for first-order knowledge bases the data
and knowledge are modelled formally in a uniform way. The conceptual
model is used to drive the maintenance process. The maintenance
problem is to determine which parts of that model should be checked for
correctness in response a change in the application. The maintenance
problem is not computable for first-order knowledge bases. Maintenance
links join two things in the conceptual model if a modification to one of
them means that the other must be checked for correctness, and so
possibly modified, if consistency of that model is to be preserved. If that
other thing requires modification then the links from it to yet other
things must be followed, and so on until things are reached that do not
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require modification. If node A is linked to node B which is linked to
node C then nodes A and C are indirectly linked. In a coherent
knowledge base everything is indirectly linked to everything else. A good
conceptual model for maintenance will have a low density of
maintenance links [1]. The set of maintenance links should be minimal
in than none may be removed.

Informally, one conceptual model is “better” than another if it leads
to less checking for correctness. The aim of this work is to generate a
good conceptual model. A classification into four classes is given here of
the maintenance links for conceptual models expressed in the unified [2]
knowledge representation.

Approaches to the maintenance of knowledge bases are principally of
two types [3]. First, approaches that take the knowledge base as
presented and then try to control the maintenance process [4]. Second,
approaches that engineer a model of the knowledge base so that it is in a
form that is inherently easy to maintain [5] [6]. The approach described
here is of the second type because maintenance is driven by a
maintenance link structure that is simplified by transforming the
conceptual model.

The majority of conceptual models treat the “rule base” component
separately from the “database” component. This enables well established
design methodologies to be employed, but the use of two separate models
means that the interrelationship between the things in these two models
cannot be represented, integrated and manipulated naturally within the
model [2].

The terms data, information and knowledge are used here in the
following sense. The data things in an application are the fundamental,
indivisible things. Data things can be represented as simple constants or
variables. If an association between things cannot be defined as a
succinct, computable rule then it is an implicit association. Otherwise it
is an explicit association. An information thing in an application is an
implicit association between data things. Information things can be
represented as tuples or relations. A knowledge thing in an application is
an explicit association between information and/or data things.
Knowledge can be represented either as programs in an imperative
language or as rules in a declarative language.

2. CONCEPTUAL MODEL

Items are a formalism for describing all data, information and
knowledge things in an application [2]. Items incorporate two powerful
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classes of constraints, and a single rule of decomposition is specified for
items. The key to this unified representation is the way in which the
“meaning” of an item, called its semantics, is specified. The semantics
of an item is a function that recognises the members of the “value set”
of that item. The value set of an item will change in time but the
item’s semantics should remain constant. The value set of a data item at
a certain time is the set of labels that are associated with a population
that implements that item at that time. The value set of an information
item at a certain time is the set of tuples that are associated with a
relational implementation of that item at that time. Knowledge items
have value sets too. Consider the rule “the sale price of parts is the cost
price marked up by a universal mark-up factor”; this rule is represented
by the item named [part/sale-price, part/cost-price, mark-up] with a
value set of corresponding quintuples. The idea of defining the semantics
of items as recognising functions for the members of their value set
extends to complex, recursive knowledge items too.

An item is a named triple with item name A, is
called the item semantics of A, is called the item value constraints of
A and is called the item set constraints of A. The item semantics,
is a expression that recognises the members of the value set of
item A. The expression for an item’s semantics may contain the
semantics of other items called that item’s components:

The item value constraints, is a expression:

that should be satisfied by the members of the value set of item A as they
change in time; so if a tuple satisfies then it should satisfy [8]. The
expression for an item’s value constraints contains the value constraints
of that item’s components. The item set constraints, is an
expression of the form:

where L is a logical combination of:
Card lies in some numerical range;

for some i, and
for some i, where X is a non-empty subset of

subscripted with the name of the item A, “Uni(a)” means that “all
members of the value set of item a must be in this association”.
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“Can(b, A)” means that “the value set of the set of items A functionally
determines the value set of item b”. “Card” means “the number of
things in the value set”. The subscripts indicate the item’s components
to which that set constraint applies.

For example, each part may be associated with a cost-price subject to
the “value constraint” that parts whose part-number is less that 1,999
should be associated with a cost price of no more than $300. A set
constraint specifies that every part must be in this association, and that
each part is associated with a unique cost-price. The information item
named part/cost-price then is:

Rules, or knowledge, can also be defined as items, although it is neater
to define knowledge items using “objects”. “Objects” are item building
operators. The knowledge item [part/sale-price, part/cost-price, mark-
up] which means “the sale price of parts is the cost price marked up by a
uniform markup factor” is:

[part/sale-price, part/cost-price, mark-up][

Two different items can share common knowledge and so can lead to
a profusion of maintenance links. This problem can be avoided by using
objects. An n-adic object is an operator that maps n given items into
another item for some value of n. Further, the definition of each object
will presume that the set of items to which that object may be applied are
of a specific “type”. The type of an m-adic item is determined both by
whether it is a data item, an information item or a knowledge item and
by the value of m. The type is denoted respectively by and
Items may also have unspecified, or free, type which is denoted by
The formal definition of an object is similar to that of an item. An
object named A is a typed triple A[E,F,G] where E is a typed expression
called the semantics of A, F is a typed expression called the value
constraints of A and G is a typed expression called the set constraints of
A. For example, the part/cost-price item can be built from the items part
and cost-price using the costs operator:

part/cost-price = costs(part, cost-price)
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where is the name of the item costs(P, Q).
Data objects provide a representation of sub-typing. Rules are quite

clumsy when represented as items; objects provide a far more compact
representation. For example, consider the [part/sale-price,
part/cost-price, mark-up] knowledge item which represents the rule
“parts are marked-up by a universal mark-up factor”. This item can be
built by applying a knowledge object mark-up-rule of argument type

to the items part/sale-price, part/cost-price and mark-up.
That is:

[part/sale-price, part/cost-price, mark-up] =
mark-up-rule(part/sale-price, part/cost-price, mark-up)

Objects also represent value constraints and set constraints in a
uniform way. A decomposition operation for objects is defined in [7].

A conceptual model consists of a set of items and a set of
maintenance links. The items are constructed by applying a set of object
operators to a set of fundamental items called the basis. The
maintenance links join two items if modification to one of them
necessarily means that the other item has at least to be checked for
correctness if consistency is to be preserved. Item join provides the basis
for item decomposition. Given items A and B, the item with name

is called the join of A and B on E, where E is a set of components
common to both A and B. Using the rule of composition knowledge
items, information items and data items may be joined with one another
regardless of type. For example, the knowledge item:

can be joined with the information item part/cost-price on the set
{cost-price} to give the information item part/cost-price/tax. In other
words:

In this way items may be joined together to form more complex
items. The operator also forms the basis of a theory of decomposition
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in which each item is replaced by a set of simpler items. An item I is
decomposable into the set of items if: has non-trivial
semantics for all i, where each join is monotonic;
that is, each term in this composition contributes at least one
component to I. If item I is decomposable then it will not necessarily
have a unique decomposition. The operator is applied to objects in a
similar way [7]. The rule of decomposition is: “Given a conceptual
model discard any items and objects which are decomposable”. For
example, this rule requires that the item part/cost-price/tax should be
discarded in favour of the two items [cost-price, tax] and
part/cost-price.

3. MAINTENANCE LINKS

A maintenance link joins two items in the conceptual model if
modification of one item means that the other item must be checked for
correctness, and maybe modified, if the consistency of the conceptual
model is to be preserved [9]. The number of maintenance links can be
very large. So maintenance links can only form the basis of a practical
approach to knowledge base maintenance if there is some way of
reducing their density on the conceptual model.

For example, given two items A and B, where both are n-adic items
with semantics and respectively, if is permutation such that:

then item B is a sub-item of item A. These two items should be joined
with a maintenance link. If A and B are both data items then B is a sub-
type of A. Suppose that:

for items X, D, A and B and objects E and C. Item X is a sub-item of
item D. Object E has the effect of extracting a sub-set of the value set of
item D to form the value set of item X, Item D is formed from items A
and B using object C. Introduce two new objects F and J. Suppose that
object F when applied to item A extracts the same subset of item A’ s
value set as E extracted from the “left-side” (ie. the “A-side”) of D.
Likewise J extracts the same subset of B’s value set as E extracted from
D. Then:

so G is a sub-item of A, and K is a sub-item of B. The form (2) differs
from (1) in that the sub-item maintenance links have been moved one
layer closer to the data item layer, and object C has moved one layer
away from the data item layer. This is illustrated in Fig. 1. Using this
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method repeatedly sub-item maintenance links between non-data items
are reduced to sub-type links between data items.

Figure 1.  Reducing sub-item relationships

It is shown now that there are four kinds of maintenance link in a
conceptual model built using the unified knowledge representation.
Consider two items A and B, and suppose that their semantics and
have the form:

contains (p + 1) terms and contains (q + 1) terms. Let be a
maximal sub-expression of such that:

where has the form:
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If is empty, ie. ‘false’, then the semantics of A and B are
independent. If is non-empty then the semantics of A and B have
something in common and A and B should be joined with a maintenance
link.

Now examine to see why A and B should be joined. If is non-
empty and if both A and B are items in the basis then:
A and B are a pair of basis items with logically dependent semantics (b)

If is non-empty and if A is not in the basis then there are three
cases. First, if:

then items A and B are equivalent and should be joined with an
equivalence link. Second if (c) does not hold and:

then either A is a sub-item of B, or B is a sub-item of A and these two
items should be joined with a sub-item link. Third, if (c) and (d) do not
hold then if is a minimal sub-expression of  such that Then:

Both (e) and (f) may hold. If (e) holds then items A and B share one
or more component items to which they should each be joined with a
component link. If (f) holds then items A and B may be constructed
with two object operators whose respective semantics are logically
dependent. Suppose that item A was constructed by object operator C
then the semantics of C will imply:

where the take care of any possible duplication in the Let E be
the object then C is a sub-object of E; that is, there exists a
non-tautological object F such that:

for some set M and where the join is not necessarily monotonic. Items A
and B are weakly equivalent, written if there exists a
permutation such that:
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where the are the variables associated with the i’th component of A.
If A is a sub-item of B and if B is a sub-item of A then items A and B are
weakly equivalent.

If (g) holds then the maintenance links are of three different kinds. If
the join in (g) is monotonic then (g) states that C may be decomposed
into E and F. If the join in (g) is not monotonic then (g) states that
either   or So, if the join in (g) is not monotonic then
either E will be weakly equivalent to C, or C will be a sub-object of E.

It has been shown above that sub-item links between non-data items
may be reduced to sub-type links between data items. So if:

the semantics of the items in the basis are all logically independent;
all equivalent items and objects have been removed by re-naming, and
sub-item links between non-data items have been reduced to sub-type
links between data items

then the maintenance links will be between nodes marked with:
a data item that is a sub-type of the data item marked on another
node, these are called the sub-type links;
an item and the nodes marked with that item’s components, these
are called the component links, and
an item constructed by a decomposable object and nodes constructed
with that object’s decomposition, these are called the duplicate links.
If the objects employed to construct the conceptual model have been

decomposed then the only maintenance links remaining will be the sub-
type links and the component links. The sub-type links and the
component links cannot be removed from the conceptual model.

Unfortunately, decomposable objects, and so too duplicate links, are
hard to detect. Suppose that objects A and B are decomposable as
follows:

Then objects A and B should both be linked to object E. If the
decompositions of A and B have not been identified then object E may
not have been identified and the implicit link between objects A and B
may not be identified.

4. CONCLUSION

Maintenance links are used to maintain the validity of first-order
knowledge bases. Maintenance links join two items in the conceptual
model if modification of one of these items could require that the other
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item should be checked for correctness if the validity of the conceptual
model is to be preserved. The efficiency of maintenance procedures
depends on a method for reducing the density of the maintenance links in
the conceptual model. One kind of maintenance link is removed by
applying the rule of knowledge decomposition [7]. Another is removed
by reducing sub-item relationships to sub-type relationships [2]. And
another is removed by re-naming.
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Abstract: Managing knowledge by maintaining it according to dynamic context is
among the basic abilities of a knowledge-based system. The two main
challenges in managing context in Bayesian networks are the introduction of
contextual (in)dependence and Bayesian multinets. We are presenting one
possible implementation of a context sensitive Bayesian multinet – the
Bayesian Metanetwork, which implies that interoperability between
component Bayesian networks (valid in different contexts) can be also
modelled by another Bayesian network. The general concepts and two kinds of
such Metanetwork models are considered. The main focus of this paper is
learning procedure for Bayesian Metanetworks.
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1. INTRODUCTION

Creating and managing knowledge according to different levels of
possible context – are among the basic abilities of an intelligent system.
Multilevel representation of a context allows reasoning with contexts
towards solution of the following problems [9]:

to derive knowledge interpreted using all known levels of its context;
to derive unknown knowledge when interpretation of it in some context
and the context itself are known;
to derive unknown knowledge about a context when it is known how the
knowledge is interpreted in this context;
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to transform knowledge from one context to another one.
Metanetwork-based models (e.g. the Semantic Metanetworks, the

MetaPetrinets, etc.) have proved to be more powerful tools for knowledge
representation in the presence of multiple contexts [8, 9].

A Bayesian network is known to be a valuable tool for encoding, learning
and reasoning about probabilistic (casual) relationships. The Bayesian
network for a set of variables is a directed acyclic graph
with the network structure S that encodes a set of conditional independence
assertions about variables in X, and the set P of local probability
distributions associated with each variable [4].

The two main challenges in utilizing context in Bayesian networks are
the introduction of contextual independence [1] and Bayesian multinets. A
recursive Bayesian multinet was introduced by Pena et al. [6] as a decision
tree with component Bayesian networks at the leaves. The key idea was to
decompose the learning Bayesian network problem into learning component
networks from incomplete data.

The main goal this research is to study another multiple Bayesian model
– the Bayesian Metanetwork, which implies that interoperability between
component Bayesian networks (valid in different contexts) can be also
modelled by another Bayesian network. Such models suit well to e.g. user
profiling applications where different probabilistic interrelations within
predictive features from user’s profile can be controlled by probabilistic
interrelations among the contextual features, and other applications that
require the formalism to manage two-level uncertainty or even multilevel
uncertainty. The combination of the ideas of Metamodels and Bayesian
network resulted to a refined and powerful formalism of a Bayesian
Metanetwork.

The rest of the paper is organised as follows. In Section 2 we briefly
introduce the formalism of Bayesian Metanetwork. In Section 3 we suggest
the learning procedure for Bayesian Metanetwork. We conclude in
Section 4.

2. THE BAYESIAN METANETWORKS

In our previous work [10], Bayesian Metanetwork formalism was used to
model user preferences in mobile electronic commerce. Specific features and
constraints of the mobile commerce environment demand the new flexible
models of knowledge management. Such models assume to deal with the
causal probabilistic relations in the cases when changes of a context occur. It
was also shown that the Bayesian Metanetwork provides enough flexibility
to be a powerful formalism also for many other data mining tasks [12].



Learning Bayesian Metanetworks With Multilevel Uncertainty 189

Definition. The Bayesian Metanetwork is a set of Bayesian networks,
which are put on each other in such a way that the elements (nodes or
conditional dependencies) of every previous probabilistic network depend on
the local probability distributions associated with the nodes of the next level
network.

The Bayesian Metanetwork is a triplet: MBN = (BN, R, P), where
is a set of Bayesian networks, each of which is

considered on the appropriate level according to the index;
is a set of sets of interlevel links; P is a joint probability

distribution over the Metanetwork.
Each is a set of interlevel links between i and i+1 levels. We have

proposed 2 types of links:
is a link “vertex-edge” meaning that stochastic values of vertex in

the network correspond to the different conditional probability tables
in the network

is a link “vertex-vertex” meaning that stochastic values of vertex
in the network correspond to the different relevance values of vertex

in the network
According to the introduced two types of interlevel links we consider two

models of the Bayesian Metanetwork:
C-Metanetwork, which has interlevel links of type used for
managing conditional dependencies (Conditional Dependencies
Metanetwork);
R-Metanetwork, which has interlevel links of     type used for
modelling relevant feature selection (Relevance Metanetwork).

2.1 Bayesian C-Metanetwork for Managing Conditional
Dependencies

In a C-Metanetwork the context variables are considered to be on the
second (contextual) level to manage the conditional probabilities associated
with the predictive level of the network [10, 12]. The sample of C-
Metanetwork projected to 2-D space is presented in Figure 1.

Standard Bayesian inference is applied in the Bayesian network of each
level. The examples and rules of propagation through the whole
C-Metanetwork we have presented in [10, 12].

The two-level Metanetwork can be easily extended to the multilevel
(multicontext) Metanetwork. In principle, we can assume that a Bayesian
Metanetwork may have as many levels as necessary.
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Figure 1. The sample of a Bayesian C-Metanetwork. The nodes of the 2nd-level network
correspond to the conditional probabilities of the 1st-level network P(B|A) and P(Y|X). The
directed arc in the 2nd-level network corresponds to the conditional probability
P(P(Y|X)|P(B|A))

2.2 The Bayesian R-Metanetwork for Modelling
Relevant Feature Selection

The Bayesian Metanetwork can be also used as a tool for the relevant
feature selection. In R-Metanetwork the context variables are again
considered as the higher-level control upon the basic network with predictive
variables [10, 12]. Values of the context variables are assumed to have an
influence to the relevancies of the variables on the predictive level.

We consider relevance value as a probability of importance of the
variable to the inference of target attribute in the given context.

Contextual relevance network can be defined over the given predictive
probabilistic network as it is shown in Figure 2.

Figure 2. The simple relevance network with the attributes and the conditional
probability defined over the predictive network with the attributes A, X, Y and
the conditional probability P(Y|X)
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The Bayesian R-Metanetwork in Figure 2 encodes the conditional
dependencies over the relevancies and contains:

the relevance predicate: if parameter X is relevant;
if parameter X is not relevant;

the relevance value:
Standard Bayesian inference is applied to the Bayesian network of each

level. The examples and rules of propagation through the whole
R-Metanetwork we have presented in [10, 12].

3. LEARNING BAYESIAN METANETWORKS

In this Section we suggest the learning procedures for Bayesian
Metanetworks. Both structure learning and parameter learning are
considered.

A number of methods for learning a Bayesian network were developed
and are in use, see e.g. [2, 4, 5]. Such methods can be applied for learning
component Bayesian networks on each level of the Metanetwork. The main
challenge of this work was the extension of the standard learning procedures
for the case of multilevel probabilistic Metanetworks to enable learning
interlevel relationships.

Let’s consider the following learning task:
Given training set D of training examples
Goal to restore:
the set of levels of Bayesian Metanetwork each level is a
Bayesian network;
the interlevel links for each pair of successive levels
the network structure and parameters at each level, particularly
probabilities and for each variable
We suggest the following learning procedure for Bayesian Metanetworks

consisting of four stages; the last three of them are iteratively repeated at
each level of the Metanetwork.

Stage 1. Division of attributes among the levels. The task of this stage is
to divide the input vector of attributes into the predictive,
contextual and perhaps metacontextual attributes. According to this division
the levels of the Metanetwork will be built. Research in the context learning
is rather active nowadays. Several fundamental works are published in this
field and suggest the criteria for detecting the contextual variables, e.g. [11,
13]. We are using these criteria as they are presented in these works. We
consider metacontextual variables as contextual variables for contextual
variables.
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Stage 2. Learning the network structure at the current level can be made
by existing methods [2, 4, 5]. If the node ordering is known then the method
of Cheng and Greiner is rather attractive and easy [2]. We used this method
in our experiments.

It is worth to mention that for the R-Metanetwork the stage 2 returns only
the maximal size model. Later, when the Metanetwork will be in use, the
smaller substructure can be used according to the learned relevancies of
attributes.

Stage 3. Learning the interlevel links between the current and subsequent
levels. This is a new stage that has been added specifically for a Bayesian
Metanetwork learning. This stage is described below both for the
C-Metanetwork and for the R-Metanetwork.

Stage 4. Learning the parameters in the network at the current level is
made by the standard procedure just taking into account the dynamics of
parameters’ values in different contexts.

If the context level is not empty, then the stages 2, 3 and 4 are repeated
for the next-level network.

3.1 Learning Interlevel Links in C-Metanetwork

In Section 2, we have noticed that the vertex of every next level in a
Bayesian C-Metanetwork is associated with the possible conditional
probability matrix of the Bayesian network from the previous level. We will
describe the establishment of such interlevel links in a C-Metanetwork.

Consider the fragment of the C-Metanetwork from Figure 3. If the
standard parameter learning algorithm knows the causal relationships
between the variables it will return the single conditional probability table

for the arc and the single conditional
probability table for the arc The standard
algorithm processes the whole training set <A, B, X, Y>.

Assume there are several contexts in which this network fragment is
observed. The parameters of the network in different contexts most probably
will be different as well. In such a case it is reasonable to study each context
separately and to calculate the more accurate parameters in each context
instead of “averaging” probabilities over all the contexts.

Divide the whole vector <A, B, X, Y> of the training set into n clusters
according to the values of

context attributes for the causal dependence Applying the learning
procedure in each data cluster we get separately n conditional
probability matrixes

In the same way we divide the vector <A, B, X, Y> into m clusters
according to the values of context
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attributes for causal dependence and get separately m conditional
probability matrixes

Figure 3. Different probability tables corresponding to different contexts are associated with
vertexes of the second-level Bayesian network

Thus in each context the Bayesian network gets different parameters
(Figure 3) and will be managed by the second-level contextual network.

The second level of the Metanetwork is entered for management of the
probability tables in the first-level network. The sets of matrixes
and can be considered as the random variables U and W at the
second level of the Metanetwork. The variable U will have as many values,
as we consider contexts for the causal dependence Each value will
correspond to the probability matrix In the same way we define the
variable W with the values which correspond to

If the causal probabilistic dependence occurs between the contextual
variables, then we learn Bayesian dependence at the second level of
the Metanetwork. The learning procedure will result in composing the
(meta)matrix P(W|U), i.e. the matrix of matrixes:
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3.2 Learning interlevel links in R-Metanetwork

In Section 2, we have mentioned that the vertex of each next level in the
Bayesian R-Metanetwork is associated with the possible relevancies of the
attributes of the previous Bayesian network. We will describe the
establishment of such interlevel links in the Bayesian R-Metanetwork.

Consider the fragment of the R-Metanetwork in Figure 4.

Figure 4. Different relevancies corresponding to different contexts are associated with
vertexes of the second-level Bayesian network

Assume Y is a target attribute. The standard feature selection method will
process the whole training set <A, B, X, Y> and will return some relevance
estimations for each predictive attribute: The good
overview of the existing feature selection methods is given in [3, 7]. We
consider the relevance of the target attribute is equal to 1.

Assume there are several contexts in which this network fragment is
observed. It is possible that relevancies of attributes will be different in
different contexts. As it was done in the case of C-Metanetwork, here it is
also reasonable to study each context separately and to calculate the more
accurate relevancies in each context instead of “averaging” relevancies
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over all contexts. Different relevancies can lead to
different network structures in different contexts.

Divide the whole vector <A, B, X, Y> of the training set into n clusters
according to the values of

context attributes. Applying the learning procedure in each data cluster
we get separately n values of relevancies

Thus we get in each context the Bayesian network with different
relevancies of attributes (Figure 4). The second level of the Metanetwork is
entered for management of the feature selection in the first-level network.
The sets of matrixes can be considered as the
random variables U, V and W at the second level of the Metanetwork.

If the causal probabilistic dependence occurs between the contextual
variables, then we learn the Bayesian dependence at the second level
of the Metanetwork. The learning procedure will result in composing the
(meta)matrix P(W|U) as follows:

4. CONCLUSIONS

The general concept and the two types of a Bayesian Metanetwork are
considered as tools to present the second order uncertainty. C-Metanetwork
allows managing the conditional dependencies of the Bayesian network and
assumes context-based conditional dependencies between conditional
dependencies. R-Metanetwork assumes that the relevancies of predictive
variables in the Bayesian network are random variables themselves. This
metanetwork provides a tool for recalculating attributes’ relevancies
depending on context change. Generally a Bayesian Metanetwork is a
multilevel structure of component Bayesian networks. The controlling extra
level(s) in a Metanetwork is used to select the appropriate parameters or
substructure from the basic network based on the contextual attributes. The
accent in this paper is done to the learning procedure for Bayesian
Metanetworks. Both structure learning and parameter learning are
considered. The main challenge of this work is the extension of the standard
Bayesian learning procedures with the algorithm of learning the interlevel
links. The experiments (made outside the scope of this paper due to the
domain specifics) on the data from the highly-contextual domain have
shown the effectiveness of the proposed models and learning procedures.
The multiple-factor concept of radiation risk for population has been
modelled, and the leaning procedure has shown quite good correlation of the
predicted results with expert estimations. The subjective (social) factors,
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which influence the radiation risk distribution, have been modelled at the
contextual level of the Metanetwork. Still more experiments are needed to
support the concept of a Bayesian Metanetwork and to specify concrete
areas where its implementation will be reasonable. Just now we have some
evidence to assume Bayesian Metanetwork to be a powerful tool in cases
where structure (or strengths) of causal relationships between observed
parameters of an object essentially depends on a context. Also it can be a
useful diagnostic model for such an object, which diagnosis depends on
different set of observed parameters depending on a context.
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Abstract This paper deals with the application of multiagent self-organization
techniques for giving adaptive features to distributed embedded systems
evolving in agressive environments. Interesting results are presented,
showing how functionnal integrity maintenance of artificial complex sys-
tems can take advantage of a collective decentralized approach.
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sor network.

Introduction
Multiagent systems are especially adapted for designing complex (open,

distributed) systems. We propose an innovative approach for open mul-
tiagent systems in the context of wireless networks of intelligent sensors.

Such networks are composed by automonous hybrid hardware/software
entities ensuring measuring tasks and information routing tasks.  The
sensor wireless nodes have to adapt their behavior according to their
independant energy resources and their position in the organization.
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We describe how we improve both management of communication
and management of energy resources including a strong fault tolerant
feature through a totally decentralized approach and inherent multiagent
emergence features.

We give finally an insight to the experimental intelligent wireless sen-
sor network architecture used for the EnvSys Project1 of instrumentation
of an underground river system.

1. Emergence and Multiagent systems
Multiagent system. An agent is a software entity embedded in an
environment which it can perceive and in which it acts. It is endowed
with autonomous behaviors and has objectives. Autonomy is the main
concept in the agent issue: it is the ability of agents to control their
actions and their internal states. The autonomy of agents implies no
centralized control.

A multiagent system is a set of agents situated in a common environ-
ment, which interact and attempt to reach a set of goals. Through these
interactions a global behavior, more intelligent than the sum of the local
intelligence of multiagent system components, can emerge. The emer-
gence process is a way to obtain, through cooperation, dynamic results
that cannot be calculated in a deterministic way.

A multiagent system can have several characteristics. It is open, as
opposed to closed, if its structure is capable of dynamical changes: in
other words, the system tolerates that the agents enter and leave freely
the multiagent system. A multiagent system can be homogeneous, as
opposed to a heterogeneous, if it is constituted of homogeneous agents
from the point of view of their theory (representation and properties)
and their architecture (particular methodology of agent design).

Emergence. The emergence talks about the not programed and
irreversible sudden appearance of phenomena in a system (maybe mul-
tiagent) confirming that “the whole is more than the sum of each part”.

It is difficult to qualify the emergent characteristic of a phenomenon,
however Muller and Parunak, 1998 proposes an interesting definition of
it. Falling under the prolongation of the work reported in (M.R. Jean,
1997), it affirms that a phenomenon is emergent if:

1This project is funded by the FITT program (Incitative Fund for Technological Transfert)
of the French Rhône-Alpe Regional Council.
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there is a set of agents interacting via an environment whose state
and dynamic cannot be expressed in terms of the emerging phe-
nomenon to produce in a vocabulary or a theory D,

the dynamic of the interacting agents produces a global phenomenon
such as, for example, an execution trace or an invariant,

The global phenomenon is observable either by the agent (strong
sense) or by an external observer (weak sense) in different terms
from the subjacent dynamics i.e. another vocabulary or another
theory D ’.

To give to an agent’s system a particular functionality, the tradionnal
method consists in carrying out a functional decomposition of the prob-
lem in a set of primitives which will be established in the agents. The
alternative suggested by (Steels, 1990) aims to make this functionality
emerge from the interactions between the agents. The advantages of the
“emergent functionality” approach are first of all a reinforcement of the
robustness of the system : it is less sensitive to the changes of the envi-
ronment. The reason is that, unlike to the case of a programmed func-
tionality (traditional approach), the designer doesn’t need to consider
all the possibilities for the system reacts according to each situation.

2. Communication management of wireless
sensor networks

In this part we expose our pratical problem (the Envsys project), the
main difficulties of this type of application and the traditional solution
to solve this problem.

2.1 Our practical case: the EnvSys project
The purpose of the ENVironment SYStem project is to monitor an

underground river network. Let us present the origin of this project and
the problems occurring in such an application (Jamont et al., 2002).

Origin of the project. The ENVSYS project finds its origin in
a statement: the measurement of the various parameters in an under-
ground river system is a complex task. In fact, the access to this type
of underground galleries is difficult: it requires help from speleologists.
Besides, the installation of wire communication networks is difficult,
especially because the structure of hydrographic systems is very often
chaotic. Finally, in the case of a radio communication network, the un-
derground aspect complicates wave propagation and for the moment the
techniques which are used are not totally mastered.
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The general idea of the project is to study the feasibility of a sensor
network from the existing physical layer. This will allow wireless instru-
mentation of a subterranean river system. Such a network would present
an important interest in many domains: the study of underground flows,
the monitoring of deep collecting, flooding risk management, river sys-
tem detection of pollution risks, etc.

The issue. In a subterranean river system, the interesting parame-
ters to measure are numerous: temperature of air and water, air pressure
and if possible water pressure for the flooded galleries, pollution rate by
classical pollutants, water flow, draft speed, etc. All this information
will be collected at the immediate hydrographic network exit by a work
station like a PC. These data will be processed to activate alarms, study
the progress of a certain pollution according to miscellaneous measur-
ing parameters, determine a predictive model of the whole network by
relating the subterranean parameters measures of our system with the
overground parameter measures more classically on the catchment basin.

We do not wish to carry out this instrumentation with a wire net-
work for obvious reasons of convenience. We shall use electromagnetic
waves with low frequencies as a carrier. These waves have an interesting
property: they are able to go through rock blocks. Every sensor has a
limited transmission range.

Having defined the role of sensors, we can represent the structure of
our communication network. It consists of a set of sensors and a listening
station as illustrated on the following figure (see fig 1):

Figure 1. The monitored cave

Here is a non-exhaustive list of problems which one needs to address:
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How to carry out the physical layer and what level of protocol
connection to choose above such layer?

How to route the information in the best way? Each of the sensors
cannot physically communicate with the workstation which collects
the information. Which sensor should thus make the decision to
repeat the information?

How to monitor such a complex environment?

What kind of intelligence to give the network?

The main contribution of the work presented in this paper is situated at
a logical level, concerning especially the last three points of the problems
listed before.

Generally these devices have autonomous energy sources. These con-
straints must be taken into account in order to optimize the communi-
cation management (the energy devoted to communication constitutes
an important part of the sensor energetic cost). The energetic param-
eter is important in the sense that it can create internal faults or that
it can influence other parameters like the emission range. Furthermore
the environment can be hostile (temperature, pressure, water flood en-
vironment...) and can cause internal faults.

The open nature of these networks can be another source of important
errors. In fact, insertion and departure of the nodes occur randomly and
often unpredictably. Furthermore, in the case of mobile devices the in-
frastructure of sytems are not persistant and the global data monitoring
must be organized from local observation.

2.2 Wireless network routing protocols
Networks of wireless autonomous sensors for monitoring physical en-

vironments are a recent but very active application and research area.
These networks, where the routing process is distributed to all the hosts,
are called ad-hoc networks. If the hosts are mobile they can be called
MANET networks for Mobile Ad-hoc NETwork. The associated routing
protocols are centered on the flooding techniques which consist in send-
ing messages to all the members of the network to be sure the receiver
gets the message: the associated power cost is very high.

There are different routing protocols to solve the problem of routing in
(mobile) wireless networks. Generally they are a compromise between
the control traffic reduction and the latency in finding the route to a
destination. These protocols are divided into different families.

The reactive families are the on-demand protocols. These protocols
never try to find a route to a destination before a message requires
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transmission. A reactive protocol attempts to discover routes only on
demand. One of the major advantage of this routing technique family is
that the bandwidth is mainly used for data transmission. The Dynamic
Source Routing protocol (DSR Johnson and Maltz, 1996), that we can
see after, is one of the more popular and simplest protocol.

The proactive protocols use periodically updated routing tables and
for those it is necessary to exchange many types of control messages
for creating a “network model”. These messages enable a node to dis-
cover its neighborhood for example. The Destination Sequence Distance
Vector protocol (DSDV Perkins et al., 1994) for example is one of the
first protocols of this family specified by the MANET work group and it
takes the RIP functionning principle. The Optimized Link State Routing
protocol (OLSR Clausen et al., 2001) and Clusterhead Gateway Switch
Routing protocol (CGSR Chiang et al., 1997) agregate the different hosts
in clusters.

Hybrid protocols adopt the reactive protocol behavior and, if neces-
sary, use routing tables for increasing efficiency. The majority of these
protocols use a proactive or reactive scheme depending on the type of
requirements.

3. Our solution based on the emergence
3.1 What should emerge?

Our objective is to decrease the energy expense induced by the inher-
ent floodings techniques. For that we will use a group structure inspired
by the clusters of the CGSR protocol. Our organizational basic struc-
tures are constituted by (see fig 2):

one and only one group representative agent (r) managing the com-
munication in its group,

some connection agents (c) which know the different representative
agents and can belong to several groups,

some simple members (s) which are active in the communication
process only for their own tasks (They don’t ensure information
relay).

With this type of organizational structure, the message path between
the source (a) and the receiver (b) is If
the source is a representative agent the first term doesn’t exist. If the
receiver is a representative agent the last term doesn’t exist.



203

Figure 2. Our organizational structure

The energy saving comes owing to the fact that the flooding is only
directed to the representative agent of the groups and to some connection
agent. To give an order of idea, a receiver path research with flooding
techniques will cost, in the case of a traditionnal wireless network, a
number of emissions equal to the number of stations. In the case of
a clustered wireless network, the number of transmitted messages are
about twice the numbers of representative agent (all the representative
agents are contacted via one connection agent ). In our example (fig 2)
the cost would be in the first case of 74 messages and in the second of
26 messages is an economy.

However, the networks with an organizationnal structure must take
care of the maintenance of their routing table. Generally, the adaptive
features of these tables come from periodical exchanges between the dif-
ferent nodes. In our approach we do not wish to use this technique to
ensure the maintenance of coherence. Indeed, our principle will be “if
we do not need to communicate, it is useless to spend energy to ensure
the coherence maintenance”. However, we will thus use eavesdropping
of surrounding agent communications. We extract from these messages
exchange knowledge to update our beliefs about our neighboors. More-
over, our self-organization mechanism will integrate a energy manage-
ment policy. These structures will thus emerge.

3.2 How to make the solution emerge?
It is necessary for us to wonder now how we will make emerge these

structures. The multiagent methods aim at decreasing the complexity of
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system design by a decentralized analysis. There are several multiagent
system methods (Iglesias et al., 1998). We are thereafter going to be
interested in the AEIO decomposition (Demazeau, 1995). We will fol-
low the method of multiagent design discussed in (Occello and Koning,
2000), associated to this MAS decomposition. In fact, we chose to apply
this multiagent method for our problem because it privileges an explicit
description of the interactions and the environment.

It proposes a decomposition according to four axes collectively ac-
cepted today.

Agent axis. The agent axis (A) gathers all elements for defining
and constructing these entities. It concerns the agent’s know-how and
knowledge, its model and its architecture. In our problem we use the
ASTRO hybrid architecture (Occello and Demazeau, 1998).

Environment axis. The environment axis (E) deals with elements
necessary for the multiagent system realization such as the perception
of this environment and the actions one can do on it.

Interaction axis. The interaction axis (I) includes all elements
which are in use for structuring the external interactions among the
agents (agent communication language, interaction protocols).We de-
fined thirteen different types of small messages.

WhoAreMyNeighbors is used by an agent to know who its neigh-
bors are. This message is transmitted when an agent is created
(the first goal of a new agent is to know its neighbors) or when an
agent feels that its neighbor table is not coherent with reality.

I AmOneOfYourNeighbors : It makes it possible for an agent to
answer the preceding request. With this message, it thus provides
its identifier, its role and its membership group.

IChangeMyRole : It is used by any agent to inform its neighbors
that it decides to change its role. This message contains the agent
identifier, its role and its membership group.

AskConnectionAgentGroup : It is used by representative agents
which want to update their knowledge on the close groups. It
obliges the connection agent to answer.

AnswerConnectionAgentGroup : It is used by a connection agent
to announce to a representative agent the other representative
agent that it can contact.
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VerifyNeighborGroupConsistency : It is sent by an agent, to its
representative, which believes to have detected an inconsistency
with a close group. There is an inconsistency between two groups
when two agents of different groups see themselves and their repre-
sentative cannot communicate with a short path (fixed by a time-
to-live).

ConflictRepresentativeResolution : It is used by a representative
agent, in conflict with one or more other reprentative agents, for
communicating its score. There are conflicts when two neigbors
have a representative role.

ISuggestYouToBeRepresentative : It is a suggestion given by a
representative to one of the agents of its group. It can give this
order for correct an inconsistency problem.

FindPacketPath is used by a representative agent which wants to
know the path (list of representative agents) to join another agent.

PacketPathResult : It is the answer of the representative of the
recipient of the FindPacketPath message.

ACKMessage : It is a configuration message used to confirm to
the transmitter that its message has arrived to its destination.
These messages play a role in the coherence of the organization.

BadWay : It is a message sent by a representative who has no-
ticed a problem. This message takes the erroneous road and the
organization verifies its consistency.

EncapsuledData : It is a message which encapsulates data.

Organization axis. The organization axis (O) allows to order agent
groups in organization determined according to their roles. We have
identified eleven different self-organization techniques.

The adaptation of our whole multiagent system is obtained through
the emergence of organizational structures by self-organization based on
role allocation modifications. The organization is built according to an
exchange of messages between agents. The decision algorithm is very
simple, in case of conflict a mechanism of election is applied according
to some criteria (energetic level, number of neighbors...).

Relations between agents are going to emerge from the evolution of
the agents’states and from their interactions. We are only going fix the
organization parameters, i.e. agents’tasks, agents’roles.
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The ideal representative agent is the one having the most important
number of neighbors and the most important level of energy. The level
of energy is an important parameter in the sense that the representa-
tive agent is the most sollicited agent in the group from a communication
point of view. We use role allocation based self-organization mechanisms
involving the representative agent election. Our election function inte-
grates some data on neigbors and energy levels. This function estimates
the adequation between its desire to be the boss and its capacity to ac-
cess to this position. The organization is modified only when a problem
occurs. We do not try to maintain it if we have no communication. In
addition to the configuration messages, all agents use eavesdropping. In
fact, when some communicating entities (humans, robots etc.) share a
common environment they might intercept some messages (broadcasted
or not).  From this eavesdropping message they can extract some autho-
rised information like the receiver, the sender, the type of message and
the packet’s path.

Our algorithm, presented below, can be adjusted by other agents’ sug-
gestions such as an organization inconsistency. Moreover, an agent can
give up its role because its power level quickly fall or fall under a limit
that the agent thinks dangerous for its integrity. So it can become a
simple member.
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4. Results of our approach
It is significant when one is interested in self-organizing systems to

think to the results evaluation problems. Indeed, as we noted previously,
the self-organized systems are essentially fault tolerant and thus are
particularly suited when one cannot plan all the situations which will
occur. It is thus difficult to evaluate a self-organization method whose
power is precisely to adapt to unforeseen situations.

In this part, we are thus going to give elements which will be used as
a basis for the evaluation of self-organized system. We will initially be
interested in the observability of these systems then, in the analysis of
these observations.

4.1 Observation
We can distinguish three observation levels for agents organization:

An external level of the multiagent system (case 1, picture 5) consider-
ing the system as a black box (we can observe only input/output), an
internal level of the multiagent system (case 2, picture 5) if we focus
on interactions between agent society, an internal level agent (case 3,
picture 5) considering the agent and its architecture.

Figure 3. Observation of agent organization

In self-organized multiagent systems, the stable states are an emer-
gence of structure: we want to identify, to observe, these structures. We
want to focus on global energy expence generated by messages exchange:
the adapted level of observation is so the internal level of the multiagent
system (case 2).
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4.2 Results analysis of self-organization
First, we want to evaluate the self-organization without taking our

application into account. Generally, a process of self-organization must
be stable, sensitive and convergent (Groupe MARCIA, 1996) at the same
time to be interesting and exploitable:

Stable: the stability of a system refers to its constancy in time.
The system must thus be stable in order to highlight persistent
structures which would change only under the influence of internal
or external disturbances.

Sensitive: the sensitivity refers to its capacity to make a struc-
ture evolve into a partial or total recognition state according to
whether all the selected criteria were satisfied or not. It is thus
necessary that the process of self-organization be sensitive, so that
it is possible for the emerging structures to be questionned.

Converges: the convergence of a system reflects its capacity to
evolve to known structures. The system must thus be convergent
so that one leads to new structures.

Figure 4.    Message volume exchanged for self-organization

Figure 5 shows the stability, the sensitivity and the the convergence
of our self-organization process. The stable state are between the 4
evenements (A: Self-organization of 300 sensors, B: Re-organization to
correct inconsistensy, C: Adding 10 sensors, D: re-organisation to correct
an error detected by eavesdropping in a receiver search).

In a second time we take into account our application to quantify
the correlation between our aim and the result of the self-organization
process.
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As we saw previously, this part of the analysis consists in quantifying
the adequacy between the process of car-organization conceived and the
results which were expected. It will thus be necessary for us to determine
if the system is valide and/or pertinent. These two properties will be
correlated with interest and the simplicity. Let us clarify these terms:

the system is known as valid if the result produced by the self-
organized process is in conformity with the expected one.

the system is known as pertinent if the structure can be observed
as easily as its implementation and as the comprehension that an
observer would have of it.

Figure 5.   Ratio ASTRO efficiency divided by DSR-ROUTAGE efficiency

Figure 5 shows that in most of case our approach is efficient as ex-
pected, the validity is so prooved.

Each agent local algorithm managing the role selection presents a very
low complexity due to the decentralization. The global structure consti-
tuted by the agent’s localization can be easily observed and understood.
The approach can be qualified of pertinent according to the definition
given previously.

Conclusion
We presented in this paper a hybrid software/hardware application

for the management of an environmental sensor network. We proposed
a multiagent analysis of this system and detailled how we use collective
features to make the system adaptive. The innovative aspect of this
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work stands in the use of self-organization techniques based on emer-
gence of structure. The concept of emergence is usually quite difficult
to defend in an applicative real world context. We have made an effort
to show through quantitative results the validity and the pertinence of
the approach. This paper wants to contribute, by this way, to show
that artificial intelligence mechanisms as self-organization can lead to
interesting results and can improve classical techniques.
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EFFICIENT ATTRIBUTE REDUCTION
ALGORITHM

Zhongzhi Shi, Shaohui Liu, Zheng Zheng
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Abstract: Efficiency of algorithms is always an important issue concerned by so many
researchers. Rough set theory is a valid tool to deal with imprecise problems.
However, some of its algorithms’ consuming time limits the applications of
rough set. According to this, our paper analyzes the reasons of rough set
algorithms’ inefficiency by focusing on two important factors: indiscernible
relation and positive region, and analyzes an equivalent and efficient method
for computing positive region. And according to our research on the efficiency
of some basic issues of rough set, a complete algorithm for the reduction of
attributes is designed and its completeness is proved. Theoretical analysis and
experimental results illustrate that our reduction algorithm is more efficient
than some other algorithms.

Key words: Rough set, Positive region, Attribute Core, Attribute reduction algorithm,
Discernibility matrix

1. INTRODUCTION

The classical rough set developed by Professor Pawlak is a valid
mathematical theory, which has the ability to deal with imprecise, uncertain
and vague information. In recent years, it has been applied in machine
learning, data mining, knowledge acquiring successfully and has a great
improvement of its theory and applications [2-7, 20].

At present, the research about rough set is mainly about mathematical
properties, extended models, effective sub-algorithms and the relationship
between rough set and other uncertain methods, etc. Rough set’s effective
algorithms include the algorithms about indiscernible classes, upper
approximation, lower approximation, positive region, attribute reduction and
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attribute core, etc. In rough set, attribute reduction is one of the most
important parts and there are several algorithms for it at present [8-17,20].
Hence, computation of attribute reduction is the key for rough set.

Attribute reduction is a process for reducing the redundant attributes,
under keeping the classifying and decision ability of an information system.
Skowron presented a discernibility matrix that is a useful tool for attribute
reduction. Most of the disernibility matrix based algorithms first collect a
decision table’s discernibility information into a matrix, thus we can get the
attribute core of an information system from the matrix easily. Because of
the explicit presentation of discernibility information by discernibility
matrix, it is simple for the computation of attribute core and attribute
reduction sets, etc. Thus, many algorithms for computing attribute reduction
are based on discernibility matrix. Unfortunately, there are also some
problems about discernibility matrix, one of which is that the time
complexity of computing discernibility matrix is so high that, when the data
set is huge, it is time consuming to find the attribute reduction sets.

The inefficiency of attribute reduction algorithms limits the application
of rough set. So, it is important to find efficient algorithms and algorithms
for attribute reduction. For solving the problem, we first analyze the reason
leading to these algorithms’ high time complexity. Then, based on the
concept of indiscernible relation and positive region, we research the
properties of indiscernible relation and present a new method for computing
positive region. Moreover, we present an incremental algorithm for
computing positive region and at last, an attribute reduction algorithm is
developed. We compare our attribute reduction algorithm with other attribute
reduction algorithms and the results show that our algorithm is more
efficient.

In section 2, we introduce some basic notions of rough set. In section 3,
we analyze the properties of indiscernible relation and present an algorithm
for computing positive region. In section 4, we discuss the incremental
computation of positive region and design an efficient and complete attribute
reduction algorithm. In section 5, we test our attribute reduction algorithm’s
validity and ability, and compare it with other attribute reduction algorithms.
The last section is the conclusion and future work of this paper.

2. BASIC NOTIONS OF ROUGH SET

For the convenience of description, we introduce some basic notions of
rough set at first.

Definition 1 A decision information system is defined as S=<U,A, V, f >,
where U is a finite set of objects and is a finite set of attributes. C is
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the condition attribute set and D is the decision attribute set. With every
attribute set of its values is associated and Each attribute
has a determine function

Definition 2 Given an information system S and an attribute subset
we can define an indiscernible relation by the following:

It is obvious that IND(B) is an indiscernible relation and an object x’s
indiscernible class in B can be defined as follows

For the convenience of description, we use B to replace IND(B) where
there isn’t any confusion.

Definition 3 Given a partition R, and a subset we can define a B-
lower approximation of X in U and a B-upper approximation of X in U by
the following:

3. BASIC ALGORITHMS OF ROUGH SET

3.1 Indiscernible Relation

Indiscernible relation is one of the most important concepts in rough set.
It is the basis to define some other basic concepts, such as upper
approximation and lower approximation, etc. Consequently, the complexity
of computing indiscernible relation influences other algorithms’ executing
time directly.

The general method of computing indiscernible relation IND(B) is that:
compare each object in U with all of the other objects one by one. And the
objects with the same values of attributes in B belong to the same
indiscernible class and the objects with different values of attributes in B

Definition 4 is the P positive region of Q, where P
and Q are both attribute sets of an information system and is the P lower
approximation of an object set X.

Definition 5 An attribute r of an information system is said to be
relatively dispensable or superfluous if otherwise,
relatively indispensable. A relative reduction of P is a set of attributes
such that all attributes are relatively dispensable, all attributes
are relatively indispensable and We use term to
denote the family of relative reducts of B. is called the
D-core of attribute set B.
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belong to different indiscernible classes. At the worst case, the method need
to compare two objects with times, i.e., the time complexity of the
method is [2,17].

Based on the definition of IND(B), indiscernible class has the following
property:

Property 1: The two objects belong to the same indiscernible class, iff
they have the same values of the attributes in B.

Based on this property, we can improve the general algorithm for
computing IND(B). Before calculating the indiscernible relation, we list the
objects in U according to the values of attributes in B first. The algorithm is
as follows:

Algorithm1: Algorithm for computing all indiscernible classes of
IND(B)

Input: S=<U, A, V, f>, and
Output: U/B.
Step 1 Arrange the objects in U based on the values of attributes in B;
Step 2 s=1, j=1,
Step 3 for i=2 to       do

if and have the same values of attributes in B,
then

else s=s+1,
The time complexity of ordering the objects in U is In

step 3, each object in U needs to be searched only once, so the complexity of
step 3 is Therefore, the complexity of algorithm 1 is

which is lower than the general algorithm.
If IND(B) is known, we can calculate the B-lower approximation or B-

upper approximation of object set only by searching whether the B
indiscernible classes are included in X or have intersections with X. The
number of B indiscernible classes is at the worst case. Thus, when the B
indiscernible classes are known, the time complexities of lower and upper
approximations are both

Given an information system S, supposing and we can deduce
from the time complexity of algorithm 1 that the time complexities of
calculating X’s lower approximation, X’s upper approximation, the attribute
core of B and are
and respectively. They are lower than the corresponding
algorithms’ complexities in [16,20], which are

and
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3.2 Positive Region

Because the definitions of attribute core and relative attribute reduction
are based on positive region, computation of positive region is the key of
rough set.

According to the definition of the general method of
computing is that: first, compute the indiscernible classes based on
Q, and suppose the result is then, calculate

respectively(i=1,2,...,n). When U/P and U/Q are known, the time
complexity of computing is so the time complexity of
computing is [16,20].

Based on the definition of positive definition, we can develop a new
algorithm for computing positive region. We introduce a theorem as follows
at first.

Theorem 1:

Proof.
Suppose

and
Because

there is an indiscernible class that satisfies In
similar way, because there is an indiscernible class

that satisfies Because for all objects that
belong to they not only have the same values of attributes in P, but also
have the same values of attributes in Q. So that is And

since we know thus So,

Suppose then there is an indiscernible class

that satisfies and And since thus
that is, for all objects in they have the same values of the attributes in Q.
And because there is an indiscernible class such that

According to the definition of lower approximation, we know
and since thus so

Therefore,

Based on all above, theorem 1 holds.
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According to theorem 1, we develop a new algorithm for computing
positive region.

Algorithm 2: Improved algorithm for computing positive region
Input: S=<U, A, V, f>, and P,
Output:
Step 1: Compute the indiscernible classes based on P and suppose the
result is
Step 2:

Step 3: For i=1 to m do
Computing the Q indiscernible classes of And if there is

only one resulting indiscernible class, then
The time complexity of step 1 is The time complexity of

the ith loop in step 3 is so the time complexity of step 3 is
Since and

we have

Because and the time complexity of computing positive
region is reduced to using algorithm 2. We can deduce from
above analysis that the complexity of computing attribute core, and attribute
reduction is decreased to

4. EFFICIENT ALGORITHMS FOR
ATTRIBUTE       REDUCTION

Since computing attribute reduction sets is a NP hard problem, we often
use heuristic methods to find the optimal or hypo-optimal attribute reduction
sets. One of the common features of these methods is that they use the
importance degree of attributes as the heuristic information. By taking
different importance degrees of attributes, there exist different kinds of
attribute reduction algorithms, such as the positive region based attribute
reduction algorithm [9,10,16], the discernible matrix and attribute frequency
based attribute reduction algorithm[12,15], and information entropy based
attribute reduction algorithm[14], etc.

Unfortunately, most of the algorithms[9,10,12,14] are not complete. As a
result, it is not assured to acquire the attribute reduction set. For example,
Table 1 is a decision table, {a,b,c,d,e} is the condition attribute set and {f} is
the decision attribute set. Using the algorithms [9,10,12,14] we mentioned before,
the resulting condition attribute reduction set is {a,b,c}. However, a is an
attribute that can be ignored and {b, c} is the result in deed.
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Besides, The time complexities of the algorithms[9,10,12,14] are all
Reference 15 presented an attribute reduction algorithm based on

attribute sequence and discernible matrix. Its time complexity is also
and its spatial complexity is Reference 16 presented an

attribute reduction algorithm, but having a relatively high time complexity,

4.1 The Incremental Computation Of Positive Region

How to calculate the attributes’ importance degree is the key problem in
heuristic attribute reduction algorithms. Also, it is important for improving
the efficiency of algorithms. In the remainder of our paper, we mainly
discuss the algorithms for the condition attribute reduction of a decision
system In these algorithms, the importance degree of an
attribute to the decision attribute set D, SGF(a,R,D), is
defined as follows:

From the formula, we know positive region is the key for computing
SGF(a,R,D). According to algorithm 2, the time complexity of computing

is
Based on the definition of indiscernible relation, we can prove the

following property easily.

According to theorem 1 and property 2, it is easy to conclude that:
Corollary 1:

where

Property 2: Suppose is a decision system,
and thus,

that is
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and
Based on corollary 1, we present an incremental algorithm for computing

positive region as follows:

Algorithm 3: Incremental algorithm for computing positive region
Input:
Output:
Step 1: Calculate the indiscernible classes according to U/R

and suppose the result is
Step 2:

Step 3: For i=1 to m do
Classify based on D and if the resulting indiscernible relation

has only one indiscernible class, then

Similar with the analysis of algorithm 2’s complexity, when U/R is
known, we can deduce that the time complexity of algorithm 3 is

It is obviously that the complexity is irrelevant with
Therefore, when we incrementally compute positive region we
can save the result of U/R first to reduce the complexity.

In the similar way, when U/R and are known, the complexity
of computing SGF(a,R,D) is

4.2 A New Attribute Reduction Algorithm

Based on the above understanding, we develop an efficient attribute
reduction algorithm.

Algorithm 4: A new attribute reduction algorithm
Input:
Output: the D-attribute reduction set of C, i.e., RED.
Step 1: Compute the D-attribute core of C,
Step 2:
Step 3: Compute U/RED and
Step 4: While do

1) Find the attribute a that the value of SGF(a,RED,D) is maximal;
2) and add a to the tail of RED;
3) Use algorithm 3 to compute U/RED and

Step 5: Get the last attribute a from RED and if
then RED is the result and the algorithm is end
else if

{a}; go to step 5.
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Relative attribute core is the start point of algorithm 4 and with step 4 it is
assured to find a subset RED of C that satisfies The
condition attributes are arranged in RED with their importance degrees. The
attributes arranged in the frontal part of RED are core attributes, and the less
importance degree of the attributes, the latter positions the attributes locate.
In step 5, if some attributes are ignorable, the attributes with less importance
degree are reduced first. At last, the attributes remained in RED are all that
can’t be deleted. Therefore, the resulting RED is the attribute reduction set
we want. Based on the above, we can conclude that our algorithm is
complete for finding condition attribute reduction set.

4.3 Analysis Of Algorithm 4’s Complexity

The time complexity of step 1 is and the time
complexity of step 3 is In each loop of step 4, the first
step need to compute SGF(a,RED,D) with times, and the
complexity of the third step is In the worst case, it need

times to execute step 4, that is, in total, it need to compute the importance
degree of attributes times. Since the time

5. RESULTS OF EXPERIMENT

complexity of computing SGF(a,R,D) is the time
complexity of step 4 is

Using the method mentioned in [24], any decision table can be
transformed to a decision table with only one decision attribute, so we might
as well suppose D={d}, i.e., and according to the above analysis the
time complexity of algorithm 4 is

Based on the above analysis, we can know the spatial complexity of
algorithm 4 is
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In order to test the validity and ability of algorithm 4, we use the data of
table 1 and also collect some data sets from UCI database, then we program
based on our algorithm. Our experiment is carried on the computer whose
frequency is PIII 800, EMS memory is 128M, and operating system is
WIN2000. We compare the algorithms in reference [12] and [16] with our
algorithm. is the algorithm in [12], is the algorithm in reference [16]
and is ours (algorithm 4). We suppose n is the number of the objects, m is
the number of condition attributes before reduced, is the number of
condition attributes after reduced using and is the executing time of
The results are shown in table 2.

From table 2, it is obvious that is more efficient than and
With the increasing of objects’ number, the improving of efficiency is
greater. In the same case, the efficiency of decreases due to its high
spatial complexity, The results of experiments are consistent with
our analysis. It proves our algorithm’s validity and efficiency, and shows that
our algorithm is more suitable to huge data set.

6. CONCLUSION AND FUTURE WORK

In rough set, fuzzy problems are discussed by upper and lower
approximation and we can use some relevant mathematical formula to get
results. Rough set is objective and based on original data set totally.
Nowadays, because of rough set’s unique feature, more and more scholars
devoted into the research on it and made a great success. However, a lot of
problems are needed to be resolved. Now, there are so little applications of
rough set theory that have obvious benefits in industry[5], so it is important to
find faster and more efficient algorithms to advance it.

In this paper, the properties of indiscernible relation are discussed and a
new algorithm computing positive region is presented and proved. Based on
these, we analyze the incrementally computing of positive region. Then, we
develop an attribute reduction algorithm, which is complete and efficient
with time complexity Our simulation results show that our
algorithm is better than many existed attribute reduction algorithms. In
addition, due to the efficiency of our algorithm, it is useful to the application
of rough set and helpful to apply it in dealing with huge data set. The future
work of this paper includes feature selecting with rough set, constructing a
better classifier that is suitable to decision support and using other uncertain
methods to improve the classifying ability.
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USING RELATIVE LOGIC FOR PATTERN
RECOGNITION
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Abstract: It is presented an approach to pattern recognition in the case of extremely poor
primary information about the properties of patterns that are to be recognized.
In such case algorithms based on reference sets of objects are widely used.
However, in some situations experts cannot assign the names of patterns to the
reference objects in an unique way. It is shown here that in such cases an
approach based on topological logic can be used for relative logical evaluation
of statements formulated by the experts. There is described a method of
relative reference sets construction and of using them in an algorithm of
pattern recognition admitting relative logical evaluation of statements
concerning the recognized patterns.

Key words: pattern recognition, relative objects’ similarity assessment, topological logic

1. INTRODUCTION

Pattern recognition is, generally speaking, an art of giving reasonable
answers to the questions like: “What does the given sign (image, object,
string of data, etc.) represent? ” assuming that the answer should indicate the
name of a class of objects the observed one belongs to and that there is at
least one alternative class it might belong to as well. The pattern is thus a
synonym of a class of similar objects. The principles that are used as a basis
of solution of a pattern recognition problem depend on primary assumptions
and information about the objects under observation, the patterns, and the
criteria of pattern recognition quality. We call the set of such primary
assumptions and information a pattern recognition model. In literature
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pattern recognition models based on deterministic, probabilistic and/or
statistical assumptions have been described [1]. Another class of models
form those based on potential functions [2], artificial neural networks [3], “k
Nearest Neighbors” (k-NN) approach and other learning concepts [4]. The
aim of this paper is presentation of a pattern recognition approach useful in
situation of extremely poor primary information concerning the recognized
classes of objects. The approach is based on a concept of topological logic,
originally formulated by C.G. Hempel [5].

2. PATTERN RECOGNITION METHODS UNDER
PRIMARY INFORMATION DEFICIENCY

Let us start with consideration of the k-NN pattern recognition method as
a one having opinion of being based on very wide primary assumptions. In
fact, it can be used if the below-given conditions are satisfied:

a/ there is given an observation space X whose elements are some real n-
component vectors

b/ X is a metric space i.e. there is defined a distance function:

where × stands for a Cartesian product, denotes a non-negative real
half-axis, and d satisfies the reciprocity, symmetry and triangle-inequality
conditions;

c/ the number K of recognized patterns is fixed, finite and a priori known;
d/ each pattern is a random vector whose conditional

probability distribution is a priori unknown; however, 1° its mean value and
variance are finite, 2° the mean values of the random vectors are
significantly different.

In addition, it is assumed that there is given a family of reference sets
such that:

e/ they are finite and mutually disjoint;
f/ each reference set corresponds to a given pattern;
g/ the elements (vectors of any reference set are observed and

correctly classified values of a random vector corresponding to the given
pattern;

h/ the cardinal numbers (numbers of elements) of the
reference sets can be increased so that the sets become representative for the
corresponding statistical populations.

The classical k-NN method is thus based on strong assumptions which in
practice are not obviously satisfied. In particular:
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A/ X may be not a metric space;
B/ assignment of the reference set elements to the patterns may be not

univocally given;
C/ a similarity between the new-observed objects x and those of the

reference set S may be evaluated with a limited accuracy.
Therefore, it arises the problem: how in the above-mentioned situation

the pattern recognition problem could be solved. A solution based on a
generalized similarity concept will be proposed below.

3. THE NOTION OF RELATIVE SIMILARITY

The notion of similarity in pattern recognition is a crucial one. For a
given object x its pattern is recognized if a class of objects similar to the
given one is indicated. However, an interpretation of the notion of similarity
in classical sets [6], fuzzy sets [7], rough sets [8] theory etc. is different. In
the k-NN method the distance measure d is used as a decreasing function of
objects’ similarity. In [9] an extension of the similarity concept and a
method of pattern recognition method, called “k Most Similar Objects” (k-
MSO) has been proposed.

A new situation arises when stating: “Budapest reminds me of Vienna
more than Prague”. In this case no numerical similarity measure is used; two
pairs of objects: [Budapest, Vienna] and [Budapest, Prague] are taken into
account and their similarities are compared. This leads to a below described
concept of relative similarity. For this purpose let us take into account a non-
empty set A and a Cartesian product F = A × A. A similarity of the elements
of A can be defined as a sort of ordering of the elements of F. Any two
elements of F in the sense of similarity can be: a/ equivalent, b/ one may be
dominating with respect to the other one or c/ mutually incomparable (this is
not admitted if similarity is evaluated by a numerical similarity measure).
Then the model is specified by the below-given definitions:

For any a, b, c, d, e, and for any their unordered pairs:

Definition 1.
A relative similarity equivalence between the pairs of elements of a set A

is a relation (read: ,,are similar equivalently to”) described on a
Cartesian product F × F (i.e. on the pairs of pairs of the elements of A)
satisfying the following conditions:

1/ (reciprocity),
2/ if then (strong symmetry),
3/ if and then

(transitivity),
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4/ (equivalence of similarities of identical elements).

Any subset consisting of all pairs of elements satisfying the
relation will be called a class of relative similarity.

Definition 2.
A relative similarity between the pairs of elements of A is a relation

(read: „ are similar at most like ”) described on a Cartesian product F × F and
satisfying the following conditions:

1/ (reciprocity),
2/ and if and only if

(weak symmetry),
3/ if and then

(transitivity),
4/ there are no and such that and not

(maximality of self-similarity).

Definition 3.
A relative incomparability of the pairs of elements of A is a relation

(read: “are incomparable in similarities to”) described on a Cartesian
product F × F such that

if and only if it is neither nor

The above-defined relations can be illustrated by a directed graph G =
[Q, L, where Q denotes a set of nodes, L is a set of arcs and is a
function assigning arcs to ordered pairs of nodes. The graph, called a relative
similarity graph (RSG), should satisfy the conditions:

a/ all its nodes in an unique way have been assigned to the subsets
forming classes of relative similarity,

b/ the function in an unique way assigns an arc to an ordered pair
such that for each element and each element it is

(but not the reverse),
c/ G is contourless.
It follows from the definition that to any pair satisfying the

condition it will be assigned in RSG a path from to
such that and Any pair  such that in
RSG it can not be represented in the above-described way is relatively
incomparable. A RSG is thus a representation of relative similarities among
the elements of A.
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It also follows from the definition of RSG that Q contains a subset
of maximum nodes such that no arc starting from a node in connects
it with another node outside

4. RELATIVE REFERENCE SETS

The reference sets used in learning pattern recognition algorithms are
usually collected under the recommendations of experts given in the form of
statements:

which means that being an observation (an object) from should be
included into where is a reference set representing the pattern.

A problem arises when the experts are not convinced that the given
objects can be assigned to reference sets in an unique way. The below-
presented notion of relative reference sets based on topological logic [5]
(see also [10], [11], [12]) is a solution of the problem.

The statements that should be logically assessed are:
It is admitted that for a given not only one of the

statements is “true” and the logical values of the statements can not be
evaluated but by relative comparisons. For this purpose let us assume that
the expert has his intuitive concept of “typical” representatives

of the corresponding patterns. Then, for any
he takes into consideration a pair and he establishes a semi-
ordering relation among the pairs:

meaning that the similarity between and is
equivalent to the one between and or

meaning that the similarity between and is at
most like the one between and etc.

In practice, the relation can be established as follows.
1. For a given number K of patterns and for a given reference object the

expert is asked to assign to a string of rank position markers:

where denoting the length of the shortest path
connecting with in a RSG. For example, if K = 5 and
then RSG will have the form shown in Fig. 1.

Fig.1. A graph           representing relative similarities between objects.
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thus illustrates a ranking of patterns, as seen by the expert: the
shorter is the path in between the nodes containing and
the more representative is as a member of

Similar relationships should be established for all other members of
2. For the given and a there will be denoted by

the subsets of consisting of reference objects such that the
distance in the RSG between and is equal, correspondingly, 0,
1,...,K-1. So defined subsets form a partition of

For each the partition is, in general, different. The subsets
form a semi-ordered family of sets that can be also represented by a

graph.
3. The above-described operation of the reference set partition into a

semi-ordered family of subsets should be performed for all
This leads to the following definition:

Definition 4.
Let be a finite subset of the elements of observation space X in which

the relations and have been defined. Then for any fixed
a partition of into a semi-ordered family of subsets

induced by the relations and will be called a relative
reference set (RRS) corresponding to the pattern

A membership of a reference object in the RRS is thus characterised by
its relative similarity to the given patterns, as indicated by the expert.

5. PATTERN RECOGNITION

Let us assume that for the given observation space X it is given a family
of RRSs corresponding to K patterns. Let it be also given a new object

It arises the problem of assigning x to a pattern which means:
indication of a pattern whose members are, in the sense of relative
similarity, the most similar ones to x. The problem can be solved in two
steps:

1. Finding out a subset of k reference objects, the most similar ones to x;
2. Evaluation of relative similarity of x to the patterns through the

relative similarity of reference objects the most similar ones to x.
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The problem consists in logical evaluation of the pairs of statements:
is similar to is similar to

is similar to is similar to

where and This can be done using the
general principles of topological logic ([5], [10], [11]), stating, in particular,
that if A and B are some statements then

1º  (read: “A is logically valuable at most as B”) then
and

2°               (read: “A is logically as valuable as B”) then
and

3°  then and

4°  then and

We are thus able to compare logically the pairs of statements like:
“x is similar to is similar to

etc. for various x, as well as composite statements like:

“x is similar to is similar to

This leads, finally, to the following pattern recognition rule:

Algorithm:
For the given reference set set R of scaling objects and an object

Using the scaling objects R find in a subset of k
reference objects the most similar to x;

For each if formulate the statement:
“x is similar to is similar to

Evaluate relatively the so obtained statements according to the
logical rules 1º, 2º;

Select the statements of the highest logical value: if it is then is
the recognized pattern, if there are more than one statement of the highest
value, than all the corresponding patterns are logically mutually equivalent.
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6. CONCLUSIONS
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Abstract
In this paper we propose a multi-agent intelligent tutoring system

building tool that integrates different formalisms in order to facilitate
the teacher task of developing the contents of a tutorial system and at
the same time to provide adaptiveness and flexibility in the presenta-
tion. The adopted formalisms are ground logic terms for the student
model, data-bases for the domain model and object Petri nets for the
pedagogical model. The interaction between the student and each agent
of the system is controlled by an object Petri net, automatically trans-
lated into a rule-based expert system. The object Petri net tokens are
composed by data objects that contain pointers to the student model
and to the domain knowledge, stored into a data-base of texts, exam-
ples and exercises. The object Petri net transitions are controlled by
logical conditions that refer to the student model and the firing of these
transitions produce actions that update this student model.

Keywords: Intelligent Tutoring Systems, Intelligent Agents, E-Learning, Expert
Knowledge-based Systems, Design Methodologies

Introduction
The field of Artificial Intelligent in Education (AI-ED) includes sev-

eral paradigms, such as Intelligent Computer Aided Instruction (ICAI),
Micro-world, Intelligent Tutoring Systems (ITS), Intelligent Learning
Environment (ILE) and Computer Supported Collaborative Learning



conference (CSCL), that originated many systems [12],[15],[14],[4]. More-
over, innovative computer technology, such as hyper-media, Internet and
virtual reality, had an important impact on AI-ED [3],[2].

Nevertheless, the task of building ITSs that cover a rich domain and
at the same time are adaptive to user level and interests continue to
be a very complex one. On the one hand, the domain knowledge must
be structured and its presentation planned by a human teacher in an
attractive and interesting way. On the other hand, differences among
the students, such as background knowledge, personal preferences and
previous interactions with the system, must be taken into account.

In [11], Mizoguchi and Bourdeau identifies several drawbacks of cur-
rent AI-ED tutoring systems, e.g. the conceptual gap between authoring
systems and authors, the lack of intelligent authoring methodologies, the
difficulty of sharing and reusing components of ITS, the gap between in-
structional planning and tutoring strategy for dynamic adaptation of
the ITS behavior. Furthermore, they note that all these drawbacks are
content-related and do not depend directly on issues such as represen-
tation and inference formalisms.

In this paper we propose a multi-agent ITS building tool, called
MathTutor, that integrates different formalisms in order to facilitate
the teacher task of developing the contents of a tutorial system and at
the same time to provide adaptiveness and flexibility in the presenta-
tion. Multi-Agent Systems (MAS) technology have been of great help
in reducing the distance between ideal systems and what can really be
implemented, because it allows to simplify the modeling and structuring
tasks through the distribution, among different agents, of the domain
and student models. The proposed tool is based on a conceptual model,
called MATHEMA [6], that provides a content-directed methodology for
planning the domain exposition and teaching strategies. The main con-
tribution of the paper, besides instantiating the MATHEMA model into
a working tool, is to propose an original way of integrating the student
and pedagogical models using Object Petri Net (OPN) [16].

The MathTutor tool has been implemented using the Java program-
ming language environment. The expert systems included in the system
were implemented using Jess [9], a Java Expert System Shell based on
the widely used Clips system. The multi-agent society is supported by
Jatlite [10], a Java platform that implements the KQML agent commu-
nication language [8]. The interface is based on Servlets and uses the
HTTP protocol and can be accessed through any browser, what allows
the use of the system as a distance learning tool. Using this tool, a
prototype of an Intelligence Tutor System, aimed to teach Information
Structure was implemented. The course is based on the programming
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The tool architecture is based on the conceptual model MATHEMA
[6] and consists basically of three modules: the society of tutorial agents
(TAS), the student interface and the authoring interface. The interface
provides access to the system through any Internet browser. The au-
thoring interface module allows the definition of the course structure
and contents and is discussed in more detail in Section 3. Finally, the
society of tutorial agents consists of a multi-agent system where each
agent, besides communication and cooperation capabilities, contains a
complete intelligent tutorial system focused on a sub-domain of the tar-
get domain. The fact that the system consists of a multi-agent society
allows the distribution of domain contents and student modeling data
among the several agents that cooperate in the tutoring task.

The MATHEMA conceptual model [6] provides a partitioning scheme,
called the external view, leading to sub-domains. This partitioning
scheme is based on epistemological assumptions about the domain knowl-
edge and consists of a three dimensional perspective. The proposed di-
mensions are: context: along the context dimension the domain knowl-
edge is partitioned according to a set of different points of views about
its contents; depth: given one particular context, the associated knowl-
edge can be partitioned according to the methodologies used to deal with
its contents; laterality: given one particular context and one particular
depth, complementary knowledge can be pointed to in order to allow
the student to acquire background knowledge not in the scope of the
course or to reach related additional contents. Each sub-domain defined
according to this scheme is under the responsibility of a different agent,
that contains a complete ITS specialized in the sub-domain. This fact fa-
cilitates the specification of the course contents, because the teacher can
concentrate in each sub-domain. During the execution of the system, if
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language Scheme [1, 7] and covers the program of an undergraduate dis-
cipline of the Control and Automation Engineering course at the Uni-
versity of Santa Catarina, Brazil.

The paper is organized as follows. In Section 1, the ITS building tool
architecture is described. In Section 2, the architecture of the agents
that compose the multi-agent society and the tutor systems that they
contain are presented. In Section 3, the authoring mechanism that allow
the design of new courses to be included into the system is described.
In Section 4, some related work is presented. Finally, in Section 5, we
present some conclusions and future work.

1. Tool Architecture



one agent concludes that the next tutoring task is out of its capabilities,
it asks the other agents of the society for cooperation.

In the case of the implemented ITS prototype, the domain knowledge
– Information Structure – is divided into two contexts – theoretical and
practical –, and each of these contexts is worked out in two depths – pro-
cedural abstraction and data abstraction. Therefore, the tutorial agent
society consists of four agents, each one responsible for one of the follow-
ing sub-domains: TP - theoretical procedural abstraction; PP - practical
procedural abstraction; TD- theoretical data abstraction; PD- practical
data abstraction. Lateral knowledge includes computer architectures,
programming languages courses, in particular about the Scheme lan-
guage [7], complexity analysis, software engineering techniques, among
other.

According to the internal view of the MATHEMA conceptual model,
the knowledge associated with each sub-domain (TP, PP, TD and PD in
the case of the ITS prototype) is organized into one or more curricula.
Each curriculum consists of a set of pedagogical units and each peda-
gogical unit is associated to a set of problems. In the first interaction
of a new student with the system, the interface module asks for identi-
fication data, basic preferences and background knowledge, and builds
the initial student model. The control is then passed to one of the TAS
agents. In the first interaction, typically this agent would be the one
that is responsible for the initial pedagogical unit of the course, the the-
oretical procedural abstraction (TP), in the case of the implemented ITS
prototype.
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2. Agent Architecture
Each agent in the TAS has the architecture shown in fig. 1. The

behavior of the agent is controlled by the Coordinator module and con-
sists of the following activities: (i) According to the information in the
student model, one predefined curriculum is chosen, (ii) The rules that
implement the pedagogical model of the chosen curriculum are loaded
and the expert system shell inference engine is started. (iii) The infer-
ence engine, based on the rules and on the information in the student
model, infers which pedagogical unity should be used next. (iv) The co-
ordinator extracts the appropriate interaction data associated with the
inferred pedagogical unity, typically a HTML page, from the domain
knowledge data base and sends it to the interface. (v) If the pedagogi-
cal unity does not need any interaction with the Scheme program, the
result of the interaction with the student is used to directly update the
student model. (vi) If some interaction with the Scheme program is
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Figure 1. Tutorial Agent

needed, the Coordinator performs it and returns the results to the inter-
face, that would typically show to the student these results in the same
HTML page. (vii) When the interface finishes the interaction with the
student, the coordinator runs again the inference engine and the process
is repeated.

Two special events may stop the above behavior: (i) the present cur-
riculum ends, or is interrupted by the student, and in this case either a
new curriculum is chosen or the session is terminated; (ii) the present
curriculum rules infer that the next interaction should be controlled by
another agent, e.g., to switch between theoretical and practical con-
texts, or to change the depth of the present context, and in this case,
the coordinator uses its communication and cooperation capabilities to
inform the other agent that it should take the control. In the following
subsections the three models (see fig. 1) are presented in detail.

2.1 Domain Model
The adopted formalism for the domain model is a data base of Servlets

definitions, i.e. interactive HTML pages, structured according to the
pedagogical approach proposed in the MATHEMA conceptual model
[6]. This approach is inspired both by the constructivism [13] and by
the Vygotsky’s theory of social knowledge [17]. The idea is to allow the
student to acquire and construct knowledge through the interaction with
the tutor system, that is designed with the aim of reinforcing the active
participation of the student in the learning process. To achieve this
goal, the interaction is based on cooperative problem solving activities,
combining learning by doing and learning by being told [5].

According to the internal view of the MATHEMA conceptual model,
the knowledge associated with each sub-domain (TP, PP, TD and PD
in the case of the ITS prototype) is organized into one or more cur-
ricula. Each curriculum consists of a set of pedagogical units ordered
according to prerequisites. For instance, in the Information Structure
ITS prototype, the pedagogical units associated with the sub-domains
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Figure 2. Prerequisite graphs: (a) Curriculum CV1, (b) Pedagogical Unit PU1

TP and PP (Procedural abstraction) are: PU1 - Primitive procedures;
PU2 - Compound Procedures; PU3 - Interaction and recursion; PU4 -
Higher-Order Procedures; PU5 - Procedures as Arguments; PU6 - Pro-
cedures as General Methods; PU7 - Procedures as Returned Values. In
this example, both contexts – theoretical and practical – have the same
pedagogical units, what changes is the point of view about the subject.

A possible curriculum prerequisite graph for the “theoretical proce-
dural abstraction” domain is represented in fig. 2(a). Each pedagogical
unit is associated with a set of problems, in the sense that, if the student
is able to solve the problems associated with a given pedagogical unit,
the system considers that the contents of the unit have been learned.
The problems are also ordered according to prerequisite. The prerequi-
site order graph is defined by the teacher using the authoring interface
(see Section 3). A possible prerequisite graph for the problems in ped-
agogical unit “primitive procedures” (UP1) is represented in fig. 2(b).
Note that has two prerequisites – and – and they can be done in
any order. Each problem is associated with a set of interactive HTML
pages that support the problem solving activities. These pages are of
three types – explanations, examples and exercises – and the pages of
each type are ordered by difficulty.

The interactive pages that implement a problem have a standard for-
mat with some navigation controls, such as exit, proceed, repeat, etc.
Explanations and examples are just HTML text pages to be read by
the student and typically would be available in different levels of com-
plexity for each content. Exercises can be (multiple) choice questions,
questions that ask for some symbolic or numerical answers or questions
asking for some Scheme implementation, that need the interaction with
the Scheme program to be tested. Below, we present a fragment of the
domain model structure for the pedagogical unit “primitive procedures”
of the TP and PP sub-domains, in the Jess knowledge base syntax:
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The system knowledge base is represented by Jess unordered facts with
the following structure:
where is the type of the fact, the name of an attribute
and its associated value. The three levels of the domain model
structure can be clearly seen in the representation: a pedagogical unit
contains a set of problems and each problem is associated with sets
of explanations, examples and exercises objects, represented by page
objects, where a pointer to the associated interactive HTML page is
stored.

2.2 Student Model
The adopted formalism for the student model is the subset of first-

order logic supported by the Jess knowledge base mechanism. This
mechanism consists of a base of facts containing ground logic terms and
a query language that may contain terms with variables. The model
contains static and dynamic information. The static information con-
sists of identification data (name, origin, background knowledge, etc.)
and preferences (theoretical oriented, practical oriented, first overview
than detail, step by step, etc.). The dynamic information consists of
descriptions of the student activities during all the interaction sessions
of the student with the system. The dynamic information is stored into
a distributed knowledge base, where each one of the TAS agents stores
the details of its own interactions with the student and just summaries of
the interactions of the other agents. These summaries contains basically
which pedagogical units have been visited and the degree of advance in
each of them.

Below, we present a fragment of the student model in the Jess knowl-
edge base syntax:
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Figure 3. Object Petri Net

The student identification data is stored in a fact assigned to a global
variable (?*app*). In particular, this fact contains the present interac-
tion situation of the student: in the slot doing, the current pedagogical
unit/problem and, in the slot what, the current activity. The student
model consists of objects of type problem, explanation, example and
exercise, linked to the student identification data by the student slot,
where the details of the interaction, such as the session number in which
the object was accessed, the result obtained, etc, are stored.

2.3 Pedagogical Model
The pedagogical model controls the interaction between the student

and each agent of the system and is implemented by an object Petri Net
(OPN) [16], automatically translated into a rule-based expert system.
The OPN and its associated expert system are generated by the Author-
ing Interface (see Section 3) based on the description, provided by the
teacher, of courses sequences (curricula and prerequisite order of peda-
gogical units and problems) and contents (explanations, examples and
exercises, ordered by difficulty). An important point in the proposed
approach is that the teacher does not need to specify the interaction
with the student model, this interaction is automatically included in the
OPN using the prerequisite and difficulty orders defined by the teacher.

In an OPN, the tokens are object instances. A OPN is defined by a
control structure (places, transitions and arcs connecting places to/from
transitions) and by the data structure of its tokens. In our case, all
places and tokens have the same class (type): student. The generated
OPN is hierarchical, because nodes of the curriculum graph are peda-



MathTutor: A Multi-AgentIntelligent Tutoring System 239

gogical units, and each pedagogical unit is itself a graph whose nodes
are problems (see fig. 3). The tokens are instances of the student class
whose associated data structures are defined in Section 2.2. A token in
a place of the curriculum OPN represents that the student is doing
pedagogical unity Each place is exploded in a whose
places are problems A student token in a place means that the stu-
dent can do it. If the token attribute doing is set to the student
is actually doing problem of pedagogical unit Considerer fig. 3,
the student is doing can do and

and is actually doing
in particular doing an example associated with problem because

Maria.what = examples.
The arcs represent the prerequisite order between pedagogical units,

in curriculum OPN, and between problems, in the problem OPN. Besides
these prerequisite conditions, transitions have also extra firing conditions
controlled by the student model. The firing of transitions produce ac-
tions that update the student model. These extra conditions, predefined
into the OPNs, are not specified by the teacher and allow the system to
be adaptive with respect to the different students.

Below, we present a fragment of the pedagogical model in the Jess
knowledge base syntax, in the situation shown in fig. 3:

Places and transitions are represented by Jess objects (classes place
and trans). The tokens are the global variables associated with stu-
dents and are stored in the slot token of the class place. Conditions
are functions that access the student model to determine whether the
transition should fire or not and are stored in the slot condition of class
trans.

3. Authoring Interface
The complexity of the MathTutor architecture is a consequence of

the intended goal of presenting the domain knowledge in an attractive
and interesting way and, at the same time, to provide adaptiveness to
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Figure 4. Authoring Mechanism

user level and interests. Nevertheless, this complexity makes the task of
designing a course for the system equally complex.

To facilitate this task, an authoring mechanism is proposed (see figure
4). This mechanism, following the internal view of the MATHEMA con-
ceptual model, has three levels. At the first level, the teacher specifies
the curricula of the course. Each curriculum is composed by a set of
pedagogical units and their possible sequences of execution. To specify
each curriculum the teacher disposes of a graphical interface that allows
the construction of graphs (see fig. 2(a)). Each graph is associated with
a curriculum and each node of a graph is associated with a pedagogical
unit. An edge from node to node means that pedagogical unit

has pedagogical unit as prerequisite. Each node may have the
following input edges: (i) none: the pedagogical unit has no prerequisite
and can be executed anytime; (ii) one: the pedagogical unit has only
one pedagogical unit as prerequisite and this one must be executed be-
fore it is available for execution; (iii) two or more necessary edges: the
pedagogical unit has several prerequisite pedagogical units and all must
be executed, in any order, before it is available for execution; (iv) two
or more alternative edges: the pedagogical unit has several prerequisite
pedagogical units but only one of them must be executed before it is
available for execution.

Nodes and the different types of edges may be combined in a complex
graph, according to the intended course sequences. The output of the
interface first level consists of a graph represented as an expression in a
pre-defined formal language.

The interface second level allows the definition of the pedagogical
units. Each pedagogical unit consists of a set of problems whose defini-
tions are specified through a specific interface. The problem definition
includes a question that the student should be able to answer, after the
interaction with the problem, and the specification of the number of



explanations, examples and exercises that will be associated with the
problem. The prerequisite ordering among the problems of the same
pedagogical unit is defined through the same graphical interface used to
define the ordering of pedagogical units (see fig. 2(b)) and is represented
by an expression in the same formal language.

Based on the information obtained in these two first levels, the in-
terface generates an object Petri net (OPN) description of the course
sequences, taking into account the defined prerequisites. In this OPN,
each problem is associated with a place and each pedagogical unit with
a sub-net. The use and update mechanisms of the apprentice model are
automatically integrated into the OPN, leaving to the teacher only the
task of providing the associated explanations, examples and exercises.
The OPN is automatically translated into Jess expert system rules that
implement it.

The interface third level is where these explanations, examples and
exercises are specified by the teacher. They can be directly typed into
the interface or copied from previously prepared files. The texts are
incorporated into Servlets HTML pages in a standard format that al-
ready include the navigation controls. Presently, the exercise pages that
include interaction with the Scheme system must be defined manually.
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ANALYSIS AND INTELLIGENT SUPPORT OF
LEARNING COMMUNITIES
IN SEMI-STRUCTURED DISCUSSION
ENVIRONMENTS

Andreas Harrer
Universität Duisburg-Essen, Germany

Abstract: Conventional discussion environments provide the technical platform for
distributed discussion and collaboration, but apart from some statistical data
collected, rarely provide information about the collaborative interactions
taking place within the environement or even support the discussion by
stimulating the learning setting according to the current situation. In this
article we present our approach for intelligent support of groups of learners in
distributed web-based discussion environments. First we show how the state of
a conversation can be monitored using a classification of the respective
contributions and describe the design of a user interface specifically tailored
for that end. Then we present an implementation of this type of interface and
of a proof-of-concept agent supporting the discussion processes actively. That
agent analyses the current state of a conversation and makes contributions
acording to the current situation.

1. INTRODUCTION

A typical characteristic of intelligent tutoring systems (ITS) is the ability
to adapt the system’s behaviour in the learning process to the learner’s needs
and the given learning situation. This is possible, because ITS create learner
models as a source for making decisions that influence the learning process.
The construction of a learner model is achieved by analysing the user’s input
to the ITS.
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With the spreading of computer networks and both technical and
software-related possibilities to build distributed systems (such as wireless
networking facilities and middleware platforms like CORBA) in the last
years research in learning environments focussed ons a type of systems called
CSCL-systems (Computer Supported Collaborative Learning) that made it
possible to learn together in (spatially or temporarilly) distributed groups.
These systems at first provided the technical facilities for networked
learning, i.e. a distributed learning environment. The analysis of the group
work itself wasn’t topic of research and therefore the systems were not able
to support the learning processes of groups as ITS do for single users.

In I-CSCL (intelligently CSCL) systems or, as we call it, Intelligent
Distributed Learning Environments (IDLE) the analysis of learning
processes which was typical for ITS is extended also on collaborative and
cooperative learning processes in distributed learning communities. With
mechanisms for such an analysis of interactions, taking place during group
learning, the collaborative processes can be supported intelligently by the
system.

An IDLE’s potential to support learning processes in groups depends
heaviliy on the richness of the information about learning situations and
processes. Typically collaborative activities can be distinguished into
domain-related activities and coordination-oriented interactions.
Collaborative modelling tools, such as Cool Modes (Pinkwart et al. 2002)
tend to rely more on domain-related activities, such as
creating/modifying/deleting domain objects. In these systems information
about the learning process is inferred by analysis of domain level activities
and states resulting by a stream of activities. A classification for analysis
methods in these systems can be found in (Gaßner, Jansen, Harrer,
Herrmann, Hoppe 2003). On the other side coordination-oriented
interactions take place when learners make plans for solving tasks and
coordinating their efforts, which are then conducted as activities on domain
level. Discussion Environments such as web-based discussion boards
provide an infrastructure for this coordination level, but at the moment have
scarce facilities for analysing and stimulating the learning processes taking
place in the discussion boards. In this paper we present our approach for
analysis of interactions and intelligent support in distributed learning
communities using such discussion environments.

2. ANALYSIS OF CONVERSATIONS

For the approach of interaction analysis we base our considerations on
speech act theory (Searle 79) and conversational theory (Winograd & Flores
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86). Speech act theory classifies the type of utterances according to the
purpose, called illocutionary act, the speaker has in mind. For example if the
speaker wants to bring the hearer to do something, the illocutionary act is
called Directive, because the speaker wants to direct the hearer.
Conversational theory investigates in typical patterns and sequences of
speech acts in conversations. These patterns seem to be domain-independent
in most cases and therefore are usable in IDLEs regardless of different
domains of knowledge. Typically those conversations can be represented as
conversational networks as the one shown as a finite automaton in Figure 1.
That one is a model of a conversation, where one actor requests an
explanation and another actor reacts to that request. At the moment the
conversation is in state 6, a situation reached by a request for an explanation
by student A (state 1 to 2), a commitment of student B for an explanation
(state 2 to 3), and then the explanation of B (state 5 to 6).

Figure 1: Conversational Network

To use the concept of conversational networks in IDLEs we have to
generalize the networks in such a way that they can model interaction
between the members of a learning community (usually more than the two
participants in conversational networks). Therefore we developed a two-tier-
model for interactions on coordination level for learning communities. Our
model consists of

a tier with conversational networks each for a pair of participants
of the learning community, which represent the individual parts
of the interaction; these networks are of the type shown in Figure
1.
a tier for the community level; represented in a so-called group
network we describe information at group level explicitly. Events
taking place in individual conversational networks can have
effect on group level and therefore also on other individual
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networks: for example if there is a transition in a individual
network as in Figure 1 from state 2 to state 5 the learner who
committed herself for an explanation should make her
explanation before other students commit themselves also. So at
group level we can specify the results of such an event and
coordinate the networks for a proper flow of interactions (in this
example we could move all the other students into a state, where
they cannot commit themselves at the moment, for example state
3). So we have interdependence between individual level and
group level.

To use our model of interactions at coordination level for the analysis of
interactions taking place in IDLE, we have to find a way to trace the flow of
conversations and therefore to diagnose current states at individual and
group level. In the next section we present the design of a type of user
interface that enables us to get the information needed for this kind of
analysis.

3. DESIGN OF A SEMI-STRUCTURED
CONVERSATION INTERFACE

Our approach for analysis of conversations is based on the use of a semi-
structured interface, similar to the one in (Baker & Lund 96), but not
restricted to sentence openers. A complete diagnosis of the content of the
messages sent in conversations, is either to obstrusive for the user when
using a formal input language or has to use quite sophisticated and reliable
methods of natural language processing and text understanding, which are
hardly available nowadays. So we chose to have some parts of the message
that can be interpreted automatically, which can give us enough information
to trace the states in conversations and thus get models of interactions in
distributed learning environments.

For our user-interface we have three different kinds of building blocks
for a message:

predefined phrases, which have assigned to them specific information
usable for learner modeling and that is interpretable for the IDLE

choices, where the user can modify and parameterize the contents; these
elements have also some machine-interpretable information in it

free user input, which provides full potential to let the user express
herself; these parts are considered unstructured for the further course of this
paper and are therefore not machine-interpretable.
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Combining these three types of building blocks, we get a more flexible
format of messages than in a pure sentence-opener interface, where the user
chooses a phrase beginning the sentence and then continuing the message
with free input. In Figure 2 we present an example for a sentence template in
our semi-structured interface:

Figure 2: Example for a sentence template in the interface

In this sentence we have all the three types of building-blocks in use. The
parts for $Style, $Intensity and $Keyword are choices for the user, where he
can choose a more polite form, a degree of urgency (“... explain to me ... in
more detail [now/soon/some time]...’) and an object (knowledge-unit) the
meassage refers to. The slot with $Explanation is free user input, where he
can give details what isn’t clear to him. The rest of the message is a
predefined phrase, to which we assign some information about the phrase
usable for construction of learner models.

In Figure 3 we give an example for speech act informations assigned to
the predefined phrase to give a message a machine-interpretable meaning, if
a user chooses that phrase. In that way the user does not have to classify his
message explicitly but the classification can be done implicitly without
burdening the user with details of the used conversational theory.

Figure 3: Predefined phrase with speech act informations

Now we give a detailed example for the kind of information regarding
the interactions in learning communities that can be produced with the help
of our semi-structured interface: We assume a learning community with the
two learners Arthur and Eddie taking place in a conversation represented in
our conversational network in Figure 1. The current state for conversation is
state 6, actor A is Arthur and actor B is Eddie. The previous explanation
(now called e1) didn’t help actor A to understand his problem, so he chooses
the message template in Figure 2 and produces the following message with
the help of the semi-structured interface:
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“Could you please explain the Markov-Algorithm to me

in more detail?

That is more difficult to understand than I expected.”

The IDLE uses the speech act information of the predefined phrase
shown in Figure 3 to trace the state transition in the conversational network
from state 6 to 2 caused by the diagnosed speech act (Directive/Inquiry) and
constructs an entry for the learner models with information about the
interaction that happended by that speech act. This information unit is shown
in Table 1.

Some of the information is gained directly by the predefined phrase
(category, subcategory of the speech act), some by the choices (“please” for a
polite style, no specific choice of [now|soon|some time] for a normal
intensity) and some by the conversational network (reference to explanation
e1). There is also some propositional content in the message that can be
interpreted by the system (the choice for $Keyword) and some that is not
interpreted, that is the free user input part of the message. We can also make
further inferences about that information entry that could give us hints about
the roles the two participants have in that conversation. The interactions in
that network could imply that Arthur is the student and Eddie is the teacher
in the learning community.
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The information that we get with our approach of using a semi-structured
interface to trace the flow of interactions in learning communities can be a
valuable ressource for the intelligent support of groups in IDLE (Harrer &
Herzog 1999). For example it can be used to diagnose special situations in
the group work, where an articificial intelligent tutor gives some hints
because the participants are stuck with the problem. The information in
learner models can also be used to support the formation of proper learning
groups as the approach of Opportunistic Group Formation (Ikeda, Go,
Mizoguchi 1997) suggests. For that end the information gained with our
interaction analysis can be further processed by other components of IDLE
to make intelligent support adapted to the current learning situation feasible.
This processing can be based on the analysis of traces/logfiles of interactions
at coordination level.

Our mechanism for interaction analysis combined with domain level
editors would produce a trace which can be processed to gain further
information of higher abstraction level (Barros & Verdejo 1999). For
example we can infer a high level of coordination, when we analyze frequent
interaction between learners which produced a common problem solution. A
large amount of actions and interaction from one specific learner is a strong
indication for high participation in collaborative processes. So our
interaction analysis is not only usable for tracing interaction processes but
also a resource for processing high level contents of learner models such as
effort, participation, coordination, dominance and so on, which can be used
to adapt the learning process in IDLEs to the given situation. In future work
we plan to bring together the two kinds of user inputs, domain level actions
and coordinative interactions together in one integrated learning
environment.

4. SPREKON - IMPLEMENTATION OF THE SEMI-
STRUCTURED INTERFACE

Our approach of a semi-structured interface for conversations is
prototypically implemented in the SPREKON interface: It is a web-based
conversation system with group management facilities similar to regular
threaded dicussion boards, but with the underlying principles for
classification of contributions according to speech act categories and
subcategories as we presented in the preceding section. The implementation
of a client-server architecture was done using the web technologies Java
Servlets and Java Server Pages to provide a platform-independent
environment with minimal installation effort on users’ (clients) side. A
screenshot of the english version of SPREKON (a testsite is available under



250 Andreas Harrer

http://blonskij.informatik.uni-duisburg.de:8080/sprekon_english) can be
seen in Figure 4.

Figure 4: Screenshot of SPREKON interface: creation of semi-structured

contribution

In the figure above you can see a window for the creation of a
conversational contribution. Following the examples from the preceding
section the user has an inquiry to a previously given explanation and
therefore chooses a predefined phrase which characterises a directive/inquiry
(in the upper part of the window) in speech act categories. Since he
specifically has problems with the domain concept Markov-Algorthm, he
chooses that keyword from the domain glossary (a choice list on the right
side) and finishes his contribution by formulating the problem in a free text
area (on the lower part). Other attributes of the resulting speech act can be
inferred from the use of respective emoticons and similar UI elements. When
the user submits his contribution to the SPREKON-server the contribution is
integrated into the conversation thread and internally stored as an XML-
document complying to the format demonstrated in the previous section with
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some augmentations, such as time stamp, unambigious references to
previous contributions. A simplified example for such an XML-document
can be seen in Figure 5.

Figure 5: XML document representing a SPREKON contribution

SPREKON is designed for flexibility of application domains, underlying
conversational theories, and components interacting with the interface, e.g.
for analysis of conversations and intelligent support:

the glossary of the terms within the specific application domain
SPREKON should be used for can be exchanged easily by using
another text-based glossary description
predefined phrases can be exchanged and accustomed to suit the
users needs
categories of the contributions can be exchanged according to the
conversational model used (such as Questions-Options-Criteria
QOC for handling design rationale conversations)
the contributions which are stored as XML-files can be used by
external applications for analysis purposes, such as statistical
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analysis of the types of contributions or more complex analyses
(we did this in a classroom experiment and computed
collaboration features of a discussion inspired by the procedure
in (Barros & Verdejo 1999)).

5. ANAKON - AGENT-BASED SUPPORT OF
CONVERSATIONS

To show the potential of intelligent support in learning environments
possible with our conversational analysis approach, we designed the
ANAKON framework for integration of artificial agents into our discussion
environment. These agents can take specific roles for the learning
community (Harrer 1999), such as co-learner or learning companion (Chan
& Baskin 1988), mediator or observer.

The main components of such an agent are:
conversational models representing, which high-level actions are
appropriate to the current state of the conversation
detailed plans how the high-level actions can be conducted in
atomar steps
domain knowledge base, if the agent’s task is to contribute to the
domain level discussion (this would not be necessary for a
mediator agent exclusively responsible for the flow of
interaction)
building blocks to create the text of the agent’s contributions

As proof-of-concept for our agent-based approach, we implemented a
learning companion agent that has some kind of domain knowldege and thus
in some situations can provide helpful domain level comments and in some
cases cannot, a typical form of a learning companion with “mediocre
abilities”. We parameterized this agent in respect to the components from
above as following:

the agent has as conversational model the typical conversational
network for requests, explanations, and inquiries as shown in
Figure 1, where the agent is taking the role of actor B
detailed plans for each action the agent may take in the
conversational model, for example before commiting to an
explanation the agent first checks, if he has information about a
keyword useful for the explanation, and if it has information it
selects a text phrase for the commitment. A plan for this short
example is specified in an XML document like this:
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the agent has a part of the domain glossary with keywords,
definitions and explanations to use in its explanations
the agent has some phrases as building blocks for the
contributions but could as well use the building blocks learners
use in the SPREKON interface to create the text messages.

An example for a dialogue between a learner (learner) and the agent
learning companion (compie) looks like in Figure 6:

Figure 6: Example dialogue between learner and artificial learning companion

In the dialogue you can find the typical pattern of speech acts
(request/inquiry, commitment, explanation) represented in Figure 1. The
learning companion twice has some information about the keyword Markov-
Algorithm, but the third time it just has a crossreference that may or may not
be helpful to the other learner. Adding more conversational models and
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generic parameterizable phrases in the future will improve the credibility of
the agents behaviour.

6. CONCLUSIONS

In this article we presented our approach for analysis and intelligent
support of distributed learning communities using discussion environments.
The analysis of the flow of interaction in conversations is based on speech
act theory and conversational theory. We designed a semi-structured user
interface that produces the output needed for this mechanism of analysis and
implemented this interface type as the web-based SPREKON conversational
interface. This interface has been used in a seminar and in the exercises to a
lecture both in computer science at our university. We also described our
framework for integration of artificial agents into the discussion
environment. These agents can support the collaboration by giving hints,
explanations or providing other types of help based on their respective roles.
A learning companion agent has already been implemented as proof-of-
concept of this support. We plan to test the agent’s impact on learning
scenarios in future experiments. Recent development within the SPREKON
context has been done in a component conducting Social Network Analysis
(SNA) (Wassermann & Faust 1994) in the structured discussion threads.
With that centrality and specific roles of users in the conversations can be
analyzed. In future work we plan to prepare the SPREKON interface for
different domains of knowledge to be discussed and to use this interface in a
larger scale, e.g. for big classes at university. Another goal we have is to
integrate SPREKON with domain-level oriented collaborative tools and to
use the rich potential analysis of both interactions and domain activities will
give for intelligent support of learners. We also plan to implement other
agents (Harrer 2000) in the ANAKON framework which shall take different
functions/roles for the learning community.
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AN ADAPTIVE ASSESSMENT SYSTEM TO
EVALUATE STUDENT ABILITY LEVEL

Antonella Carbonaro, Giorgio Casadei, Simone Riccucci
University of Bologna, Italy

Abstract: The experience from years of development and use, the advance of
technology, and the development of authoring tools for questions and tests has
resulted in a sophisticated, computer based assessment system. However, there
is still a lot of room for further development. Some of the current ideas for
development are discussed in the remainder of this work. A primary aim of
assessment, both formative and summative, is provide the necessary
information to improve future educational experiences because it provides
feedback on whether the course and learning objectives have been achieved to
satisfactory level. Yet, it is important that the assessment data be accurate and
relevant to effectively make informed decisions about the curriculum.
Moreover, formative assessment can also be used to help bridge the gap
between assessment and learning. This may be achieved particularly where
assessment strategies are combined with useful feedback, and integrated
within the learning process. The answers to the described objectives are
enhanced if we could integrate adaptive testing techniques; accurate and fitted
assessment data may improve both the curriculum and the student ability level.
The idea behind a computerized adaptive testing (CAT) is quite forward: to
apply to each examinee only those items useful to know his proficiency level.
As a consequence of this, CAT is more efficient than conventional (i.e., fixed-
item) tests. It provides more precise measurements for same-length tests or
shorter tests for same-precision measurements.

Key words: Assessment, Item Response Theory, Computerized Adaptive Testing, Ability

1. SYSTEM DESCRIPTION

The systems used to deliver our tests, have approximately the same
functions even if they have been developed in two different architectures.
The first one, “Examiner”, was developed using ASP (Active Server Pages)
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technologies and Access as Database Management System, the second one,
“XTest”, following the experience of the first system, was developed in
Java/JSP (Java Server Pages) and mySQL as DBMS to make it platform
independent. The task performed by these systems is to create and manage
questions of various types, create randomized test for an exam given some
constraints on contents, deliver the test created to a client application. For
Examiner, the questions are delivered as HTML text to a web browser that
render them on the screen, while for XTest a Java Applet receives data from
a server application launched from a machine that acts as control console.
The main advantage of first solution is the minimal requirements of client
system resources so that only a browser HTML 1.0 compatible is needed to
run the client application. The second solution need to install a JRE (Java
Runtime Environment) on the client machine, but a Java Applet has more
potential in creating new questions type and in a large distributed
environments, it allows to have less computational loading on the server.

In such systems, the teacher has to create and insert some question that is
grouped by their subject topics and in a successive phase, they will decide
how to build the test for the session. The courses concern base competences
on Computer Science and Prolog programming. The courses have been
divided in six topics:

GLOSSARY: the questions belonging to this topic, ask for the
meaning of some word or the functions of some objects of the computer
world;

FOUNDAMENTALS: this topic concerns basic knowledge on
calculability, algorithms, complexity, computer architecture, compiler
and programming languages;

PROLOG: question that ask to interpret or complete some pieces of
Prolog source code;

PROLOG01: this topic is about the Prolog syntax;
PROLOG02: this topic is about the problem formalization in prolog;
TURING: exercises on turing machine;

The item type chosen for student assessment was closed answer type. In
particular, even if the systems are able to manage more than one item type,
the multiple response questions have been used. This kind of question
consists in a text representing the question itself and a list of n possible
answers that the examinee has to check if the answer is right. For each
answer is associated a score that is positive if the answer is right and
negative otherwise. A zero score is assigned for not checked answer. The
sum of the single score, gives the exercise result. The questions are
sequentially presented to the student and if they are checked, the student is
not allowed to review question. Otherwise, he can review it once again.
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Furthermore, the questions are randomly presented to give the feeling that
each test is different from each other.

2. THEORETICAL FUNDAMENTS

Item Response Theory is used as mathematical model providing
necessary framework to our system. In this measurement theory, there is an
attempt to relate some unobservable characteristics, like getting good grades,
learning new material easily, relating various sources of information, and
using study time effectively, to observable variables like test results. For the
purpose of this work, we assume that there an underlying arbitrary
characteristic associated to the examinee that we call ability. This is the
unidimensional assumption, that is only one kind of unobservable
characteristic is needed to complete the test.

The relation between item examinee performance and his ability can be
expressed by a monotonic increasing function called Item Response
Function or Item Characteristic Curve.

Such a function states that the probability of correct answer grows as the
underlying ability grows. Starting from these assumptions we can
mathematically model our system, with this theory.

Each model has its own set of parameters (constants) to associate with
item. Typical parameters are difficulty level and a discrimination power. The
main advantage of this theory, is that the scale to measure ability is unique
regardless both the item and person sample.

It is possible to estimate such parameters starting from a sample of
responses given in real exam sessions, through a procedure called EM
algorithm, so we can associate the parameters to the items and setup the
adaptive system.

2.1 Item Information Function

Item Information Function (IIF) is a powerful tool to evaluate and
construct a test, either in fixed or adaptive way. Intuitively this function tells
us the amount of information given by an item about an examinee with a
given ability. This function evaluates the utility of an item to estimate an
examinee that is supposed to have certain ability. Analyzing the function
shape, in particular its peak, we can have a visual appealing of the item
difficulty.

As an example, the more the difficulty level is closer to the examinee
ability, the bigger IIF value is (it is desirable to assess high skill students
with very difficult question and low prepared students with easy question).
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IIF allow us to estimate the error made in evaluating examinee ability by
computing its inverse square root.

2.2 Generalized Partial Credit Model

The choice of model for our system is the Generalized Partial Credit
Model [MUR1992] because of the multi-category nature of the items
belonging to item bank. In this IRT model a score can be
obtained on item i =1,., B from an item bank with B items. A higher score
indicates a better performance and indicates the maximum score on item
i.

The probability of obtaining a score k on item i, given the value of the
ability is denoted by

where is the discrimination parameter and is the item step
parameters.

Note that instead of the ICC, here we have a set of Item Category
Response Function that correlates the ability level with the category
response probability.

The IIF for this model is given by the following equation

2.3 Computerized adaptive testing

The base idea of this assessment technique, is that during the test, the
ability of an examinee can be estimated and the useful item for the current
ability be chosen from item bank (generally the item that will mostly reduce
the ability estimation error at the test end).

Testing process can be divided in the following phases:
1 – How to start a test:
if we have no information about the examinee, we suppose that he has a

medium ability usually corresponding to value 0. Upon this consideration
the system chooses the most suitable item for the ability 0. Another strategy



is to deliver two or three items randomly chosen in order to obtain initial
ability estimation.

2 – How to continue a test:
many strategies can be applied to item selection. The most common is

based on Item Information Function (IIF). As mentioned before, this
function represents the amount of item information at a certain point on the
ability scale. The more high information is, the more accurate will be the
ability estimation. The item selection algorithm based on this function, at
each step of the test, estimates the examinee ability and gets the most
informative item, for such ability, from the item bank. In this way it attempts
to reduce at minimum the estimation error.

3 – How to stop a test:
the stopping rule is based on three conditions: reaching of prefixed

estimation precision, maximum test length and maximum time to finish the
test.

The selection algorithm described above, it’s not efficient in terms of
item exposure rate. In fact, for some reasons due to the IRT, it always tends
to choose the best quality items in terms of discrimination power (as
mentioned above more discrimination power correspond to more
information given by an item), making necessary the need of some control
mechanisms. The adopted mechanism for our system are the “SH algorithm”
for overexposure rate control and the “progressive method for exposure
control” [EGG2001] for underexposure control. The system also need for a
content balancing mechanism, due to the need of specify the test content.
The “Constrained CAT” algorithm [LCH2001] was implemented.
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2.4 System setup

To make operative our system, we need for item parameters estimate,
from real data collected during exam sessions. Data used was collected in
various exam sessions (about 1400 tests done) of Italian Bologna University
in first year undergraduate courses of faculty “Economia di internet” in Forlì
department, “Economia del turismo” in Rimini and finally “Psicologia” in
Cesena.

To make operative this system, we have collected and analyzed the exam
results we have done in the following way:

the items are in Multi Response form, where to each answer is
associated a score stating the correctness level. The final score is
expressed by the selected answer score sum.
each question is allowed to be reviewed once and it is not possible to
change the answer once the student confirms it. A time limit was
imposed depending on the number of item.
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Now we have a minimum and a maximum score for each question (item)
answered by the examinees. We need to transform this data in a format
according to Generalized Partial Credit Model. The choice was to model the
items with a five category GPCM by dividing the items score range in five
intervals. Thus for the first interval we have assigned the value 0, for the
second the value 1 and so on. The data obtained is a matrix of integer
number where in each row we have the result of an exam and in each
column the result for each question. Once we have done this transformation,
we have used ICLWin software [HAN2002] for the item calibration phase.

The adaptive approach for testing can now be used taking advantage of
IRT paradigm (Computerized Adaptive Testing [WAI2002]). During the test
the ability of examinee can be estimated and the useful item for the current
ability be chosen from item bank (generally the item that will mostly reduce
the ability estimation error at the test end).

3. SIMULATION STUDIES AND RESULTS

To evaluate the system efficiency, in term of estimation error and item
exposure rate, we have simulated some exam sessions with the adaptive
method and compared the results with the fixed test mode used upon now.

In real exam sessions, teacher chooses which arguments to include in the
test and how much items for each argument include in the test and the
system gets the items randomly from the item bank, with respect to specified
topic constraint.

For simulation studies, we assume that the number of items is equally
distributed around the arguments and the arguments are randomly chosen for
every simulated session. For each simulation run, the system generates 200
exam session composed by n examinees with n from a uniform distribution
in the range [30-200], so we have about 23000 examinees for each
simulation. Each examinee has associated an ability value from a Gaussian
normal distribution with mean 0 and variance 1. With a random mechanism,
k arguments are chosen for each session. An additional constraint is that a
minimum length for a test is 10 items. The stop rules for adaptive test is a
maximum length of 30 items and a maximum error of 0.3 on ability scale.

First simulation was conducted by turning off all the control on content
balancing and exposure to evaluate the need of such control mechanism.
From the first simulation, we have obtained that item exposure rate is quite
uniform across the entire item pool and the maximum exposure rate is lower
than 8%. This is an acceptable upper bound for exposure rate so the
overexposure control will be disabled in next simulation. There will be the
need for underexposure control, because some of the item has not been used
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at all. Figures 1-3 show the result of a more realistic situation, where both
content balancing and underexposure rate control is applied. The figures
show a substantial enhancement in item exposure rate with an acceptable
loss of performance. The test length is increased of about five items, on
average, while the estimation error is almost the same. To complete the
system evaluation, we now compare the estimation error made with the past
real exams, with that of computerized adaptive testing system developed.

Figure 1. Estimation error as the ability function

Figure 2. Test length as ability function
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Figure 3. Item exposure rate for each item

Figure 4 shows a scattered graphic where for each exam i we draw a
point where is the estimated ability and Err is the estimation error
for the ability. The administered tests are 30 items long.

Figure 4. Scatter chart of estimation error for real exams

4. CONCLUSION AND FUTURE WORK

We have seen that the IRT framework gives us a powerful tool to
evaluate student proficiency and it allow to build, on solid mathematical
bases, a dynamic system that understand the ability level during the test
delivery phase.
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Computerized adaptive testing is about twice more efficient than the
fixed-item test and a further development is needed. On the other side, this
kind of system needs a relatively complex process of setup (pre-test data
collection, item evaluation and calibration). Next step of our work is to make
the system capable to learn from its experiences, automating this phase.

Very interesting is to introduce the new IRT models that include more
than one characteristic to evaluate. Such a models are object of intensive
research and in the next few years, they can be utilized to develop systems
that are more complex.

Another important problem is the need for very large amount of data in
calibration phase to make item parameters reliable. The introduction of
artificial intelligence techniques like neural networks should be useful both
in the calibration process and to help manipulating more complicated
models.
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The “networked economy” challenges organizations to reconsider their business
models. The aim of our work is to assist organizations dealing with challenges
concerning team building. In order the deal with questions related to the forma-
tion of the best team, we have defined team formation as the process of allocating
the set of experts that best fulfils team requirements.

Focusing on how to support the selection of experts for collaborative work,
we have formulated team formation as a constraints satisfaction optimization
problem solved by extending the iterated hill-climbing search strategy.
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1. Introduction
Suppose SAM & associates systems, Inc., an organization of experts, is

member of a worldwide heterogeneous network of financial consultants.
Michael M., employee of this company, is expert on insurance questions. The
consultant is now in conference with a customer in order to process questions
concerning insurances. Because of the complexity of the problem, Michael
M. has decided to connect to the headquarter in order to have support in some
fields. In this case, the later have to form a team of experts that will assists him.
For this purpose, an environment for Computer Supported Collaborative Work
(CSCW) is required. It should allow the (1) creation of a shared workspace,
provide (2) assistance for the team formation process, support (3) content man-
agement and enable (4) community support for synchronous and asynchronous
collaboration processes. These requirements lead to scenarios for knowledge
intense services that require seamless and spontaneous use of expertise in the
back-office of an organization.

In this paper, we will explain how to form the best team in order to support
this kind of scenarios. Our approach to team formation is based on Intellectual
Asset Management (IAM). Intellectual Assets are the tacit assets of an orga-



268

nization, such as expert profiles or the results of an advice process. Derived
from Modern Portfolio Theory (Fabozzi and Markowitz, 2002), the target is to
optimize return versus risk of an asset allocation strategy.

2. Forming teams
2.1 What is team formation

2.2 A model for team formation

As supported in to the group development theory (Tuckman and Jensen,
1977), a team goes through the phases forming, storming, norming, performing
and adjourning to get performed while producing results. During the “forming”
step, members are brought together for the first time for a particular task.

We call, team formation the process anterior to the forming stage of the
group development theory. It consists in the identification and the selection of
candidates. The decision to select a candidate is based on how well his/her pro-
file fulfills the requirement specification. This supposes the existence of criteria
to be considered while analysing the profiles. Since the focus is on the forma-
tion phase, factors essential to start the “forming” stage of team development
are those that really matter. In the literature, some factors have been empiri-
cally evaluated or applied to other teams (Anderson, 1996; Deborah and Nancy,
1999; Lipnack and Stamps, 2000; Tuckman and Jensen, 1977; Schutz, 1955).
In previous investigations we have considered the following factors (Karduck
and Sienou, 2004):

In order to carry out a project, this one is subdivided into tasks able to be
carried out by single experts. A task, in order to be performed, requires a set
of competencies and interests. Experts are entities with interests and compe-
tencies who are looking for positions. Team brokerage consists of finding the
right expert for a task. Assigning a set of tasks defined in the context of a
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project to a set of experts is a Resource Allocation Problem (RAP). There are
different approaches to solve RAP. Constraint programming is one of the suc-
cessful approaches (Tsang, 1993). Key concepts of constraint programming
are variables, their domains and constraints. Here, constraints are restrictions
on the values to which a variable may be instantiated. The goal is to find an
instantiation of all variables that satisfy all constraints.

Team formation is the Constraint Satisfaction Problem (CSP) (Z, D, C) de-
fined as follows:

Variables Z: is the set of variables, each standing for a
task which should be assigned to an expert.

Domains D: is the set of domains of values to which vari-
ables can be instantiated. Let us call elements of instances denoted I. An
Instance is the assignment of a task to an expert. Instances are conceptualized
as follows:

Budget. Amount of money planned for the task to be assigned; denoted
B(I).

Cost. A value representing the cost of assigning a task to an expert.
Denoted C(I), this value is the product of the hourly wage required by
the expert and the number of hours planned for the task.

Level of Commitment. The commitment breaking cost is the amount
that a partner will have to pay if he leaves the organization before the
achievement of goals (Petersen and Divitini, 2002). The level of com-
mitment is denoted

Performance. A value, denoted that expresses the perfor-
mance value of an instance.

Constraints C: C is a set of constraints in Z and D. Constraints have been
classified into availability constraint, position constraint, instance constraints
and team constraints.

Availability constraint. An expert is eligible for a team if he/she is
available during the executing tune of the task for which he/she is apply-
ing.

Position constraint. An expert applying for a task will be considered
only if the position posted in the context of this task is the one that he/she
is looking for.

Instance constraints. These constraints are restrictions to the level of
interest, level of skill and experience. An expert is considered having an
interest, skill or experience only if his/her levels of skills or experience
are at least equal to the level defined in the constraints.
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Team constraints. In contrast to instance constraints, which refer only
to single experts, team constraints affect the whole team.
Let us introduce a binary variable expressing whether an
instance is activated; i.e. if the task is assigned to a given expert, the
value otherwise Based on the properties of single
resource allocation we have defined the following constraints:

The total budget planned for a project should not be exceeded:

For convenience, let us define the quotient

and specify this constraint as follows:

All tasks must be assigned and each only once:

Like any constraint satisfaction problems, this one will also have one, none
or multiple solutions A solution is a n-dimensional vector
representing a team. A solution is valid if both constraints and hold.
The search space has a size of Therefore, we need to support the
selection of a team by introducing the concept of team performance value P,
which maps each solution X to a value P(X). The value P(X) depends on
single performance values of the experts involved in the team X.

3. Evaluating performance values
Selecting an expert for a given task is a decision problem depending on

multiple criteria. The decision is based on the performance of an instance
which is an aggregate value of the factors cost, synergy, skills, experiences,
commitment and risk interpreted as the following non-dependant criteria:

Cost. The cost of assigning a task to an expert denoted is In
order to express this factor in term of positif values, we will consider the
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function expressing how expensive is an expert in comparison
with the worst case.

Level of commitment. Value defined in the previous section as L(I).

Synergy. The value of synergy is the similarity between candidate
interests and the interests required for the task in question. Here, interest
is defined as list of attributes-values pairs with a level of interest.

Competency (skills and experience). Let be the aggregate value
of the competency of an expert. This value is defined as the similarity
between his/her competencies with the ones required for the task. The
competency of an expert is the set where
is an attribute-value pair representing the skill, the level of skill and

the experience expressed in number of months.

Let be weighting factors representing the initiator’s relative
preferences for the criteria and L(I) respectively. We define the
performance of an instance I as follows:

where

This value expresses “how well” the profile of an expert fulfills the require-
ment specification of a given task. Similarly, we define the performance value
P(X) of the whole team as follows:

Here                    is a weight representing the relative importance of the instance
I and At this stage of the formation process, the main problem
to deal with is to find the team with the highest performance value so that all
tasks are assigned to exactly one expert and the total cost does not exceed the
total budget.

4. Finding the optimal team
4.1 Problem statement

Finding the optimal team is the following single resource allocation and
Constraint Satisfaction Optimization Problem (CSOP)(see eq. 6 for P(X)):
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Notice that and is constant.
Since the value P(X) is maximal if
the values are maximal; i.e. the team performance is maximal if
tasks are assigned always to experts having the highest performance value. We
claim that it is possible to find the best team without executing an exhaustive
search. For this purpose, consider the following search problem.

Objective. The objective consists in maximizing the team performance P,
not exceeding the total budget, and assigning each task only once. Since it is
algorithmically possible to satisfy the last constraint

by instantiating each variable exactly once, this one is no longer relevant
to the solution if the control of the algorithm forces single allocations. The
objective consists henceforth in maximizing the team utility without exceeding
the total budget.

Formally, a state is a solution if

where the constraint C is
Here if X is a solution and for
the first potential solutions.

Representation. We have defined a state as a vector of instances. A state
represents a team consisting of the candidate of the

task.
Evaluation function. A state is better than another one if

A state is however a solution only if the cost constraint is satisfied;
i.e. Notice that this evaluation metric does not provide any
information about the satisfiability of the cost constraint.

Operators. Let us suppose that experts are ranked according to the decreas-
ing order of the values of In case that the best team is not a valid
solution, one will examine the next best team. This one is formed by replacing
exactly one candidate for a task by the next best candidate for the same task.
This process is a 1-flip operation used to expand the search space. We say that
a state is a neighbor of the state X if the former is obtained by flipping the
value of only one variable of X.
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4.2 Search strategy

The best state is however not necessarily a
valid solution since the cost constraint must be satisfied. In case that the best
state is not a valid solution, one will examine the next best one, and so on, until
a valid solution is found.

In order to find solutions without systematically searching the whole space,
we have considered the iterated hill-climbing strategy. The Hill-climbing search
is a local search strategy, which starts from an initial point of the search space.
While iterating, the strategy selects a new point from the neighborhood of the
current point, and replaces the current point by the new one if this one is better
than the current. If a maximum number of iterations is reached or no more im-
provements are possible, the algorithm terminates. The iterated hill-climbing
consists in searching the space until a given maximum number of iterations is
reached (Michalewicz, 1999). The basic concepts of this algorithm are appli-
cable to our search problem.

Let us consider the table 2. Let be weights express-
ing the relative preference for the variables and respectively. The state

is interpreted as the instantiation of the variable to the in-
stances having the indexes 0, 1, 1 respectively. This state is actually the team
formed by selecting the best candidate for and the second best for
and The numbers in columns 2, 3 and 4 are performance values of the
corresponding instances (candidates’ scores regarding to tasks). The value at

is for instance the score of allocating to the candidate at
the index 0.

Given that we intend to maximize the profit
and given that the operands

and for all instances the best state is
without any doubt the set of the best instances; i.e.
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The best initial state is P(000) = 0.552. The iterated hill-climbing algo-
rithm suggests the generation of neighbors and the selection of the best one.
The current state becomes therefore better with each iteration. As outlined
in table 3, in this case, neighbors of the initial state P(000) = 0.552 are
(010), (100), (001). Let us suppose that the initial state is not a valid solution
(i.e. it does not satisfy the cost constraint), the next best neighboring state to
be examined is therefore P(010) = 0.546. If the state (010) in turn is not a
solution, the algorithm has to select its next best neighbor which is (000) since
the 1-flip operator expanding states always chooses the best values. Given that
the state (000) has been already visited, the algorithm sticks around this one.
In order to avoid this, we will introduce a tabu list which is a memory where
already visited states are stored (algorithm 3). In the reminder of this section,
the expressions “tabu state” or “is tabu” means that the state is in the tabu list.

Let us suppose once again that the current state P(010) = 0.546 does
not satisfy the cost constraint; according to the iterative hill-climber, its best
neighbor P(110) = 0.528 should become the current state. However, no-
tice that there is one already computed state neighboring the predecessor of
P(010) = 0.546 which is better than P(110) = 0.528 (the best neighbor of
the current state). Actually, the neighbor P(100) = 0.534 of the initial state
(000) is better than P(110) = 0.528. Given that we intend to visit best states
first, the next state should be (100). Since the classic iterated hill-climbing
algorithm does not support this case, we will introduce a concept similar to
the best-first search which consists in defining a second memory called open
list (algorithm 3) to store generated neighbors of the current state. The new
algorithm should henceforth always select the best state of the open list. The
current state becomes therefore P(100) = 0.534 while P(110) = 0.528 be-
comes the next in case that this former has to be invalid. The state next to
P(110) = 0.528 is P(200) = 0.525 which has only two neighboring states
since all states able to be its third neighbor are in the tabu list. The algorithm
terminates if all states are in the tabu list or the objective of finding the best of
the next satisfying the cost constraint is reached. The whole algorithm
called team-former is listed in algorithm 3. Here the best team is the state
(000) that corresponds to the instances i.e. the best candidate for

the second best for and
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To exemplify the team-former algorithm, consider Figure 1 illustrating the
search path with the parameter Points represent performance values
of all states of the space whereby circles are performance values of the k-best
solutions states. States which should be visited if no solutions were available
are also represented by points. As outlined in figure 1, states with high per-
formance values are visited first and the algorithm will stop at the Given
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that no state after the state is better than the best of the k-first, our outgo-
ing assumption concerning the possibility to find the best solution without an
exhaustive search of the state holds for this scenario. Notice that the strategy

Figure 1. Scenario: team-former solutions and path

does an exhaustive search if no solution is available. In addition, if solutions
have low performance values, they will be visited late. That is because the
algorithm searches by decreasing the value of performance and believes that
the great part of solutions is high performed. This is an optimistic approach
to forming teams since we make the assumption that teams with hight perfor-
mances may not exceed the total budget.

Comparing the team-former algorithm with the iterated hill-climber, it is
necessary to notice some points.

The team-former algorithm does not repeat until a maximum depth of itera-
tion is reached. In contrary, it runs until the state after the first solution has
been visited or the whole space has been expanded. When the domain is com-
pletely expanded, the algorithm becomes an exhaustive search. The concept
of k-states solution is however similar to the iteration’s depth of the iterated
hill-climber. The factor has not a particular role concerning the outcome of
the search. It is rather a concept introduced in order to satisfy the statement
(relative maximization) of the problem.

In contrast to the iterated hill-climber, which does not have any memory, the
team-former is able to manage two lists in order to avoid local maxima, to pre-
vent local maxima and to improve the search by generating and visiting only
opened states. It encloses features from tabu-search and best-first search. Un-
like iterated hill-climbing, the team-former strategy always select the best state
by merging the neighborhood of the current state with all previously processed
non-tabu states. In addition, each state is visited only once.

While having reasoned about performances of states, one should have no-
ticed that the values P are decreasing from state to state instead of increasing as
intended while formulating the problem as a maximization one. In fact, the ob-
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jective is to find the solution(s) with the optimal performance in a given range
of values (k) rather than absolutely maximizing the performance function.

Concerning the area of the formation of teams, works related to our project
are the ones from (Rub and Vierke, 1998; Petersen and Gruninger, 2000; Pe-
tersen and Divitini, 2002). In contrast to the first concept which supports the
configuration of virtual enterprizes, we have emphasized the formation of vir-
tual teams of humans. Both concepts share the aspects of optimal resource
allocation. Unlike the second approach, where the virtual team initiator is the
entity evaluating partners, we have adopted a brokerage approach. The ap-
proaches differs deeply in the metrics and the aggregation procedures used to
process performances values.

The work on team formation support will be extended according to the “3C
Collaboration Model (Communication, Coordination, Cooperation)” (Fuks and
de Lucena; C. J., 2004). Especially coordination will be investigated in two as-
pects: awareness of the team members concerning the individual activities and
commitment in terms of the delegation of individual responsibilities.

The model developed will be extended in the future concerning IAM with
respect to risk/result-correlations, as applied in Modern Portfolio Theory in Fi-
nance (Fabozzi and Markowitz, 2002). We expect, that transferring these con-
cepts will lead to new perspectives in requirement analysis and project man-
agement in general, in team formation in particular. One aspect we plan to
investigate further is the correlation between the team size and the effective-
ness of team work. Even we believe that this research question is difficult to
quantify, we believe it to be an important measure due to the correlation of
team size and coordination cost.

In the context of TeamBroker, we have (1) conceptualized factors and per-
formance values affecting the formation of teams, (2) formalized constraints
imposed by the project that a team has to carry out, (3) transformed the problem
of forming teams into a resource allocation problem and (4) solved it by using
methods of constraints programming. We have developed the Team-Former
algorithm, which is an extension of the iterated-hill climbing search strategy.
The algorithm guarantee to find the best solution first if any one exists.

A successful application of our concept to team formation requires the def-
inition of performances metrics for competencies and interests by processing
the similarity between vectors representing experts’ competencies or interest
and the one representing task requirements.

5. Related Work

6. Conclusion
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Because of the similarity between the team-former algorithm and the A* al-
gorithm, in the future, we plan to discuss the team-former algorithm in relation
to this one and to explain under which conditions the team-former becomes an
A* algorithm.
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Abstract: Hypertext categorization is the automatic classification of web documents into
predefined classes. It poses new challenges for automatic categorization
because of the rich information in a hypertext document. Hyperlinks, HTML
tags, and metadata all provide rich information for hypertext categorization
that is not available in traditional text classification. This paper looks at (i)
what representation to use for documents and which extra information hidden
in HTML pages to take into consideration to improve the classification task,
and (ii) how to deal with the very high number of features of texts. A
hypertext dataset and three well-known learning algorithms (Naïve Bayes, K-
Nearest Neighbour and C4.5) were used to exploit the enriched text
representation along with feature reduction. The results showed that enhancing
the basic text content with HTML page keywords, title and anchor links
improved the accuracy of the classification algorithms.

Machine Learning; Hypertext classification.Key words:

1. INTRODUCTION

It has been estimated that the World Wide Web comprises more than 3
billion pages and is growing at a rate of 1.5 million pages a day [1]. A recent
study [2] showed that users prefer to navigate through directories of pre-
classified content, and that providing a categorized view of retrieved
documents enables them to find more relevant information in a shorter time.
The common use of the manually constructed category hierarchies for
navigation support in Yahoo [3] and other major web portals has also
demonstrated the potential value of automating the process of hypertext
categorization.
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Automated hypertext categorization poses new research challenges
because of the rich information in a hypertext document. Hyperlinks, HTML
tags, and metadata all provide rich information for classifying hypertext that
is not available in traditional text categorization. Researchers have only
recently begun to explore the issues of exploiting rich hypertext information
for automated categorization.

There is a growing volume of research in the area of learning over web
text documents. Since most of the documents considered are in HTML
format, researchers have taken advantage of the structure of those pages in
the learning process. The systems generated differ in performance because
of the quantity and nature of the additional information considered.

Oh et al. [4] reported some observations on a collection of online Korean
encyclopedia articles. They used system-predicted categories of the linked
neighbors of a test document to reinforce the classification decision on that
document and they obtained a 13% improvement over the baseline
performance when using local text alone.

Furnkranz [5] used a set of web pages from the WebKB university
corpus to study the use of anchor text and the words near the anchor text in a
web page to predict the class of the target page pointed to by the links. By
representing the target page using the anchor words on all the links that point
to it, plus the headlines that structurally precede the sections where links
occur, the classification accuracy of a rule-learning system improved by
20%, compared with the baseline performance of the same system when
using the local words in the target page instead.

Slattery and Mitchell [6] used the WebKB university corpus, but studied
alternative learning paradigms, namely, a First Order Inductive Learner
which exploits the relational structure among web pages, and a Hubs and
Authorities style algorithm exploiting the hyperlink topology. They found
that a combined use of these two algorithms performed better than using
each alone.

Yang, Slattery and Ghani [7] have defined five hypertext regularities
which may hold in a particular application domain, and whose presence may
significantly influence the optimal design of a classifier. The experiments
were carried out on 3 datasets and 3 learning algorithms. The results showed
that the naïve use of the linked pages can be more harmful than helpful when
the neighborhood is noisy, and that the use of metadata when available
improves the classification accuracy.

Attardi et al. [8] described an approach that exploits contextual
information extracted from an analysis of the HTML structure of Web
documents as well as the topology of the web. The results of the experiments
with a categorization prototype tool were quite encouraging.
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Chakrabarti et al. [9] studied the use of citations in the classification of
IBM patents where the citations between documents were considered as
hyperlinks, and the categories were defined on a topical hierarchy. Similar
experiments on a small set of pages with real hyperlinks were also
conducted. By using the system-predicted category labels for the linked
neighbors of a test document to reinforce the category decision on that
document, they obtained a 31% error reduction, compared to the baseline
performance when using the linked documents, treating the words in the
linked documents as if they were local. This approach increased the error
rate of their system by 6% over the baseline performance.

This paper deals with web document categorization. Two issues will be
considered in depth: (i) the choice of representation for documents and the
extra information hidden in HTML pages that should be taken into
consideration to improve the classification task, and (ii) how to deal with the
very high number of features generated when processing text. Finally, data
collected from the web will be used to evaluate the performance of the
different classification methods with different choices of text representation
and feature selection strategy.

Document representation is described in Section 2. Some classification
algorithms used for hypertext are reviewed in Section 3. Section 4 presents
experiments and results, comparing different classification algorithms with
different webpage representation techniques.

2. TEXT REPRESENTATION

In order to apply machine-learning methods to document categorization,
consideration first needs to be given to a representation for HTML pages. A
pre-processing stage is used to remove potentially distracting information
before a document is presented to a classifier. First, HTML tags, digits and
punctuation marks are removed.

Next, an indexing procedure that maps a text into a compact
representation is applied to the dataset. The most frequently used method is a
bag-of-words representation where all words from the set of documents
under consideration are taken and no ordering of words or any structure of
text is used.

There are two ways in which the words (features) can be chosen in order
to classify a set of documents. The words can be selected to support
classification under each category in turn, i.e. only those words that appear
in documents in the specified category are used (the local dictionary
approach). This means that the set of documents has a different feature
representation (set of features) for each category. Alternatively, the words
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can be chosen to support classification under all categories, i.e. all the words
that appear in any of the documents are used (global feature selection). In
this paper, the local dictionary approach is adopted, as it has been reported to
lead to better performance [10] and [11].

Assuming there are N features for a particular classification, the
documents are represented using a vector space model (VSM) [12]. The
document is represented as an N-dimensional vector

where stands for the weight of word and measures the
importance of in the document.

There are a number of ways to compute the weights of words. The most
commonly used methods are binary (where 1 denotes presence and 0
absence of the term in the document), term frequency in the document, and
Term Frequency-Inverse Document Frequency (TF-IDF). The TF-IDF
method has been reported to lead to better performance [13] and has been
used in this paper.
The weights are computed using the formula:

where
is the number of times term occurs in document
is the number of training documents in which word occurs at least once

n is the total number of training documents.
This weighting function encodes the intuitions that the more often a term

occurs in a document, the more it is representative of the document’s
content, and that the more documents in which a term occurs, the less
discriminating it is. In order to make weights fall in the [0,1] interval and for
documents to be represented by vectors of equal length, the weights resulting
from the function are normalized by ‘cosine normalization’, given
by:

where N is the number of terms that occur at least once in the set of
training documents.

With the bag-of-words approach for text representation, it is
possible to have tens of thousands of different words occurring in a fairly
small set of documents. Using all these words is time consuming and
represents a serious obstacle for a learning algorithm. Moreover many of
them are not really important for the learning task and their usage can
degrade the system’s performance. Many approaches exist to reduce the
feature space dimension, the most common ones are: (i) the use of a stop list
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containing common English words, (ii) or the use of stemming, that is
keeping the morphological root of words, or (iii) the use of feature selection
algorithms such as information gain.

In the experiments reported here, stop words are removed and IG
(information gain) criterion is used as it has been reported to outperform
many of the common existing feature selection methods [14]. The IG
criterion measures the number of bits of information gained for category
prediction by knowing the presence or absence of a feature in a document.
The IG of a term t and for a class where c is the number of
target classes) is defined as:

 is the probability of having class (or not having
is the probability of having term t (or not having term t).

is the probability of having class given that term t is observed
in the document.

is the probability of having class given that term t is not in the
document

These probabilities are estimated by counting occurrences in the training
set of documents. The IG function captures the intuition according to which
the most valuable terms for categorization under are those that are
distributed most differently in the sets of positive and negative examples of
the category.

In this work a procedure according to which all terms are ranked based
on their is used for feature selection. For every class only the
features (from the training documents belonging to with the highest (say)
20, 50 or 100 values of  are selected. The other features are ignored.

3. CLASSIFICATION ALGORITHMS

3.1 Naïve Bayes (NB)

Naïve Bayes (NB) is a widely used model in machine learning and text
classification. The basic idea is to use the joint probabilities of words and
categories in the training set of documents to estimate the probabilities of
categories for an unseen document. The term ‘naïve’ refers to the assumption
that the conditional probability of a word is independent of the conditional
probabilities of other words in the same category.
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A document is modeled as a set of words from the same vocabulary, V.
For each class, and word, the probabilities, and are
estimated from the training data. Then the posterior probability of each class
given a document, D, is computed using Bayes’ rule:

where is the word in the document, and is the length of the
document in words. Since for any given document, the prior probability
P(D) is a constant, this factor can be ignored if all that is desired is ranking
rather than a probability estimate. A ranking is produced by sorting
documents by their odds ratios, where represents the
positive class and represents the negative class. An example is classified
as positive if the odds are greater than 1, and negative otherwise.

3.2 K-Nearest Neighbor (KNN)

K-Nearest Neighbor (KNN) is a well-known statistical approach in
pattern recognition. KNN assumes that similar documents are likely to have
the same class label. Given a test document, the method finds the K nearest
neighbors among the training documents, and uses the categories of the K
neighbors to weight the category candidates. The similarity score of each
neighbor document to the test document is used as the weight of the
categories of the neighbor document. If several of the K nearest neighbors
share a category, then the per-neighbor weights of that category are added
together, and the resulting weighted sum is used as the likelihood score of
that category with respect to the test document. By sorting the scores of
candidate categories, a ranked list is obtained for the test document. By
thresholding on these scores, binary category assignments are obtained. The
decision rule in KNN can be written as:

where is the classification for document with respect
to category cj (y = 1 for Yes, and y = 0 for No);                     is the similarity
between the test document and the training document and is the
category specific threshold for the binary decisions.
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3.3 Decision Tree Classification (C4.5)

C4.5 is a decision tree classifier developed by Quinlan. The training
algorithm builds a decision tree by recursively splitting the data set using a
test of maximum gain ratio. The tree is then pruned based on an estimate of
error on unseen cases. During classification, a test vector starts at the root
node of the tree, testing the attribute specified by this node, then moving
down the tree branch corresponding to the value of the attribute in the given
example. This process is then repeated for the subtree rooted at the new node
until a leaf is encountered, at which time the pattern is asserted to belong to
the class named by that leaf.

4. EXPERIMENTS

4.1 Dataset

To test the proposed algorithms for hypertext classification, datasets were
needed that reflected the properties of real world hypertext classification
tasks.

The major practical problem in using web document datasets is that most
of the URLs become unavailable. The well-known dataset WebKB project at
CMU [15] is outdated since most of its web pages are no longer available.

The data used for the experiments comprises a set of HTML web
documents. The dataset was provided by Reading University, UK [16]. The
Open Directory Project and Yahoo! categories were used to provide web
pages that have already been categorized by people. The considered dataset
consists of 11,000 pages. The web pages were distributed over 11 different
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categories under 4 distinct themes. The dataset consists of some sets of
categories that are quite distinct from each other, as well as other categories
that are quite similar to each other. Table 1 gives a summary of the dataset.

4.2 Performance Measures

The evaluation of the different classifiers is measured using four different
measures: recall (R), precision (P), accuracy (Acc), and F1 measure [17].
These can all be defined using the ‘confusion matrix’ shown as Table 2.

Recall (R) is the percentage of the documents for a given category that
are classified correctly. Precision (P) is the percentage of the predicted
documents for a given category that are classified correctly. Accuracy (Acc)
is defined as the ratio of correct classification into a category

Neither recall nor precision makes sense in isolation from the other. In
fact, a trivial algorithm that assigns class to all documents will have a
perfect recall (100%), but an unacceptably low precision. Conversely, if a
system decides not to assign any document to it will have a perfect
precision but a low recall. The F1 measure has been introduced to balance
recall and precision by giving them equal weights.

Classifying a document involves determining whether or not it should be
classified in any or potentially all of the available categories. Since the four
measures are defined with respect to a given category only, the results of all
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the binary classification tasks (one per category) need to be averaged to give
a single performance figure for a multiple class problem.

In this paper, the ‘micro-averaging’ method will be used to estimate the
four measures for the whole category set. Micro-averaging reflects the per-
document performance of a system. It is obtained by globally summing over
all individual decisions and uses the global contingency table.

4.3 Design of Experiments

The classification algorithms NB, KNN and C4.5 were applied to the
dataset to address the different binary classification problems. The full set of
11 categories was used. The dataset was randomly split into 70% training
and 30% testing.

Cell abbreviation
Ct (Content): basic text content with the stemming option turned off.
Ctstm (ContentStem): basic text content with the stemming option turned on.
Mt (Meta): metadata + title + link anchors with the stemming option turned
off.
Mtstm (MetaStem): metadata + title + link anchors with the stemming option
turned on.
Ctmt (ContentMeta): basic text content + metadata + title + link anchors
with the stemming option turned off.
Ctmtstm (ContentMetaStem): basic text content + metadata + title + link
anchors with the stemming option turned on.
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Two local dictionaries were then built for each category after stop word
removal (using a stop list of 512 words provided by David Lewis [18]), with
the option of stemming turned either on or off. Documents were represented
by VSM where the weights were computed using TF-IDF. Information Gain
(IG) was used to select the best features.

Three series of experiments were conducted. The documents are
represented by (i) the basic content of HTML documents or (ii) the metadata
(keywords and description), title and link anchors, or (iii) a combination of
basic html content, metadata, title and link anchors, with the consideration of
extra weight assigned to metadata, title and link anchors. Table 3 gives the
number of features for each of the eleven classes (A to K) and for each
choice of text representation.

For all 11 classes, the ‘metadata + title + link anchors’ representation
(with or without stemming) requires considerably fewer features than the
other representations, which all include ‘basic text content’, and the
processing time required to construct the local dictionary is correspondingly
far less. Thus, if all other factors were equal, the preferred choice of
representation would be Meta or MetaStem.

4.4 Results and Interpretation

The different algorithms result in different performance depending on the
features used to represent the documents.

The first set of experiments evaluates C4.5, NB and KNN, for texts
represented using either (i) the basic content with the stemming option
turned on or off, or (ii) meta data, title and link anchors with stemming
option turned on or off, or (iii) a combination of basic content, metadata, title
and link anchors with extra weight assigned to metadata, title and link
anchors, with stemming option turned on or off.

Figure 1 and Figure 2 in Appendix 1 report, respectively, the
performance accuracy and F1 measure on the test set of C4.5, NB and KNN
for the different text representation options. They show that the use of
stemming improves the performance of C4.5, NB and KNN for all the
options of text representation.  They also show that C4.5 outperforms NB
and KNN for texts represented by basic content or metadata in both cases of
stemming switched on or off. C4.5 and KNN do closely well for text
represented by basic text content and metadata. Further, enhancing the
basic content of texts with metadata improves the performance of all the
classifiers. Figures 3, 4 and 5 in Appendix 1 report the average accuracy of
C4.5, NB and KNN (respectively) on the test set for the different text
representation options and different feature numbers. Information gain has
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been used to select the best 20, 50, and 100 words that have the highest IG in
each local dictionary. The figures show that, for the different vector space
model sizes, stemming improves the accuracy of the considered learning
algorithms. They show also that choosing the best 20 features from the
metadata representation for text degrades the performance of C4.5, NB and
KNN considerably. However, choosing the best 100 features from the
different text representations is competitive with the accuracy of the
classifiers used with all the features. Also, using feature selection to reduce
the feature space model gives a huge reduction in the learning time of the
classifiers. Figures 6, 7 and 8 in Appendix 1 report the F1 measure of C4.5,
NB and KNN (respectively) on test set with the different options of text
representation and different feature numbers. They report similar
conclusions to those of figures 3, 4 and 5.

5. CONCLUSION AND FUTURE WORK

In summary, a number of experiments were conducted to evaluate the
performance of some well-known learning algorithms on hypertext data.
Different text representations have been used and evaluated. We applied
C4.5, NB and KNN to a dataset of HTML documents. Basic text content or
metadata, title, and link anchors, or basic text content along with metadata,
title and link anchors were used for text representation. Information Gain
was used for feature selection to reduce the feature space dimension. The
following conclusions can be drawn.

The use of stemming helps C4.5, NB and KNN improve their
performance over the testing set.
The use of basic text content enhanced with weighted metadata
(metadata + title + link anchors) improves the performance of the 3
classifiers.
The use of IG as a feature selection technique did not improve the
accuracy of the classifiers, but instead helped reduce the text processing
and learning time needed.
C4.5 outperforms NB and KNN for the different text representation
options.
The accuracy of C4.5 used with the stemmed metadata for text
representation (case1) is competitive with that of C4.5 used with basic
text content enhanced with weighted metadata as text representation
(case 2). In particular, the processing and learning time for case 1 is
much less than that of case 2.

The use of the extra information hidden in HTML pages improved the
performance of the different classifiers. In future work, this extra
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information will be extended by including the information in the ‘linked
neighborhood’ of each web page. As a next step, features from outgoing and
ingoing links will be used to enhance the text representation and evaluate the
classifiers. Experiments with different datasets should also be conducted
before final conclusions can drawn.
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Abstract

Keywords:

Latent class models (LCM) represent the high dimensional data in a
smaller dimensional space in terms of latent variables. They are able
to automatically discover the patterns from the data. We present a
topographic version of two LCMs for collaborative filtering and apply
the models to a large collection of user ratings for films. Latent classes
are topologically organized on a “star-like” structure. This makes ori-
entation in rating patterns captured by latent classes easier and more
systematic. The variation in film rating patterns is modelled by multino-
mial and binomial distributions with varying independence assumptions.

collaborative filtering, latent variable models, visualization

Introduction
When deciding which book to read, which film to watch, or which web-

site to visit, people often rely on advise given by other people [3]. This is
possible only inside small communities, where people know each other.
In many situations we would like to automate that process. The method
addressing the problem of making recommendations is collaborative filt-
tering (CF) that leverages the existing preferences (ratings/profiles) of
users in large comunities.
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One approach to CF uses probabilistic modeling (e.g. LCM) to infer
new recommendations. The main advantage of this approach is that it
is able to automatically discover preference patterns in user profile data.

Besides producing new recommendations, the CF system can be used
to understand the principal taste trends in the rating data by careful
analysis of preference patterns extracted by LCM. Unfortunately, de-
tailed examination of all latent classes is a very tiring and time consum-
ing process. In this paper we suggest a way of addressing this problem:
the latent space is endowed with a topological organization that enables
us to visualize the common interest patterns in an easily accessible way.
We study latent class models for user ratings with star topology.

The paper is organized as follows. In section 1 we describe LCMs for
user ratings and in Section 2 we endow them with star topology. Section
3 is devoted to Expectation-Maximization (EM) algorithm for training
the models. The experiments are described in section 4. The paper is
concluded in section 5.

1. Latent Class Models for User Ratings
In this section we briefly describe latent class approach to modeling

user ratings introduced in [3, 4]. We work with three sets: the set of
users, the set of films (items), and the set of rating values that are
used by users to evaluate films.

We would like to predict the rating given by a user to
a film With each triplet either observed or just hypo-
thetical, we associate a latent variable (class)
that “explains” why the user rates the film by

The latent variables index ”abstract” classes of users in two
types of models:

Type I – given a film all users from class tend to adopt the
same rating pattern expressed through over evaluations
from Given a user and a film the probability of vote is
modeled as where is the
probability that the user “participates” in class

Type II – all users from class tend to adopt the same preferences
over the [rating, film] pairs Given a user the probability
of a pair is modeled as

Classes express “common interest patterns” among the users found in
the ratings [3] and then represents to what extend the user
participates in the common interest pattern
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Given a set of observation triplets, free parameters of the model,
and are determined by an EM procedure [3].

2. Introducing a Topology into Latent Class
Models

We endow the latent classes with a topographic organization. In [5]
we presented topographic organization of latent classes on a grid. In this
paper we introduce a less tight star topology that organizes latent classes
such that similar classes lie close to each other (on the same branch).

Topology is introduced into the latent space via the channel noise
methodology [2]: for latent classes and lying close to each other,
the probability of corrupting one into the other in
the transmission process through a communication channel is high.

Latent classes are placed on the nodes of a hierarchical star (Figure
1 (a)). Star can be completely described by a triple where
L is the number of levels of the star, is a vector of
branching degrees for nodes on non-leaf levels

is a parameter determining the strength of the connection between
two connected nodes (channel noise). The channel noise probabilities

are shown in Figure 1 (b). Probabilities between non-connected
nodes are 0.

It is convenient to work with two copies and of the latent space
For each user the film-conditional ratings (type I) or pairs

(type II) are generated as follows:

1  randomly generate a latent class index by sampling the
user-conditional probability distribution on

2 transmit the class identification through a noisy communication
channel, and receive (a possibly different) class index with
probability

3 randomly generate a film-conditional rating with probability
(type I) or a pair with probability (type

II).

The models for user ratings have now the following form:
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Figure 1. (a) An example of star topology of latent classes with four levels (L = 4).
b = (3, 4, 4). (b) Channel noise probabilities defining the star topology.

3. Parameter Estimation
Following [3], we denote by the probabilities and

in type I and type II models, respectively.
To fit model parameters and to the observed data

we use EM algorithm [1] that maxi-
mizes likelihood of data and iterates two steps - Expectation (E) and
Maximization (M) - until convergence.

3.1 E-step
In the E-step, the algorithm computes the expected values of latent

variables using the current values of the model parameters:

3.2 M-step
In the M-step, the algorithm re-estimates the model parameters by

maximizing the expected complete data log-likelihood evaluated in the
E-step. To derive the update equations, we need to determine the types
of distributions for and It is natural to assume multi-
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nomial However, for we use either multinomial, or
binomial distribution. Multinomial distribution simply models probabil-
ities of occurrence of ratings In the other hand, binomial distribution
respects the ordering of rating values 1 and imposes the assumption of
unimodal rating distribution. We work with the following models:

type I

I-Mult: multinomial

I-Bin: binomial (respects ordering of ratings).

type II

II-Mult: joint multinomial

II-IndM: we assume conditional independence of given
both and

are multinomials,

II-IndB: is multinomi-
ally and is binomially distributed (respects ordering
of ratings).

Update equation for is the same for all types of models:

3.2.1 I-Mult and II-Mult. Update equations are:

where is the set of users that evaluated
film with rating

3.2.2 II-IndM. Update equations are given by:

1i.e. it takes into account that ratings 4 and 5 are closer to each other than 1 and 5
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3.2.3 II-IndB. Update equation for is the same as in
eq. (9). is a binomial distribution with
mean and shape parameter Update equation for parameter

is given by:

3.2.4 I-Bin. If is binomially distributed, then param-
eter of the distribution is updated according to:

4. Experiments
In this section we demonstrate latent class models with K = 64 latent

classes and either star topology (STop) described by (L = 4,
or no topology (NTop) with 64 independent latent classes.

Models of types I and II are trained with different distribution models
for as described in Section 3.2.

We experimented with EachMovie dataset2 containing ratings for films.
User ratings are expressed on a 6-point scale. We selected a set of 100
most rated films. The number of users that rated at least one film from
the selected set was 60, 895.

We partitioned the set of ratings into two sets – training and test
sets. The training set is used to train the models and visualize the
data. The test set T is used for evaluation of generalization capabilities
of the models within the set of users contained in Similarly to [3], we
applied all but one protocol: 1 randomly selected rating from each user
having at least 10 ratings was assigned to the test set.

The rating models are trained on the training set To initial-
ize model parameters we run SOM with the same star topology on
the data (see [5]). After the initialization, models are trained with
the EM algorithm3 and data are visualized. We use perplexity

2http://www.research.compaq.com/SRC/eachmovie/
3typically the data likelihood given by the models leveled up after 50 iterations
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of ratings on the training and test
sets to compare the models.

4.1 Results
Tables 1 and 2 show perplexities of the models on training and test

sets. For models of both types, perplexity of training data is smaller for
multinomial distribution than for the binomial. In contrast, binomial
distribution beats multinomial distribution on test data. This indicates
that binomial distribution better regularizes the models by introducing
less degrees of freedom (free parameters) and by imposing a unimodal
structure on ordered rating values Models with unconstrained latent
space (NTop) fit the training data better, but tend to overfit, as ev-
idenced by better test set perplexities of models with imposed latent
space topology (STop).

4.2 Visualization
In this section we present some visualization plots of “common interest

patterns” found by the models with star topology.

4.2.1 Models of Type II. Models of type II are suitable for
visualizing the most probable films for each abstract class, i.e. films
with largest In order to understand to what
degree are the films in particular classes similar, we present genre codes
for latent classes in a hierarchical tree. Genre code for each class is made
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up from genres of 5 most probable films for that class. Genres4 for films
are taken from Internet Movie Database5 and they are represented by
abbreviations shown in Table 3. The size of each genre abbreviation in
genre codes for classes is proportional to the number of films (among the
5 most probable films) of that genre.

Figure 2 shows genre codes for classes of a model STop II-IndB. Topo-
logical organization of the classes according to the genres is clearly visi-
ble. The genre organization emerges naturally from the rating patterns
in the data set and the imposed star (tree) topology on the latent classes.

4.2.2 Models of Type I. For models of type I, it is possible to
visualize the rating distribution for each fixed film  given the
latent class By inspecting the latent-class-conditional rating distri-
butions we can demonstrate that “similar” films tend to have
similar rating distributions. For illustration purposes, we choose four
films: two are romantic comedies – Ghost and Pretty Woman, one film
is a criminal horror – Silence of the Lambs, the last film is a criminal
drama – Pulp Fiction.

Figure 3 visualizes rating patterns for those films as modeled by STop
I-Bin. They are almost identical for the two romantic comedies (Figures
3(a) and 3(b)) and very different from criminal drama in Figure 3(c).
The two crime films lead to both similar and dissimilar patterns on parts
of the tree (Figures 3(c) and 3(d)).

For example, users concentrated in class 3 of the fourth level6 en-
joy romantic comedies. In contrast, users represented by class 2 of the
third level and classes 5-8, 25 and 27 of the fourth level tend to dislike
them. Classes 2, 9, 20 and 33 of the fourth level represent users that like
crimes. Class 22 on the fourth level represents a mixture of users that
are attracted to both comedies and crimes.

4The film genres were not explicitly used in training the models.
5http://www.imdb.com
6All classes of each level are counted from the left to right.
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Figure 3. Model of type I – STop I-Bin. Shown are the means of the class-and-film-
conditional rating distributions for the following films: Ghost (a) Pretty
Woman (b) The Silence of the Lambs (c) and Pulp Fiction (d). The brighter the color
of the node is, the higher is its mean rating.

5. Conclusions
We have endowed two latent class models for collaborative filtering

with star topology. Since our system is a probabilistic model of the
data, we can use tools from data mining and probability and informa-
tion theories to interpret the trends captured by the abstract latent
classes. Topological organization of latent space makes orientation in
rating patterns captured by latent classes easier and more systematic.

We demonstrated our system on a large collection of user ratings
for films. We used different distribution to model (class conditional)
variations in user ratings. For star topology, binomial distribution is
more appropriate than multinomial, since it adds an extra degree of
regularization by having free parameters and by imposing a unimodal
structure on ordered set of rating values.

We plan to study construction of a hierarchy of topographic latent
class models, where we would be able to interactively “zoom in” into
interesting user groups and rating patterns.
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DIALOGUING WITH AN ONLINE ASSISTANT
IN A FINANCIAL DOMAIN: THE VIP-ADVISOR
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Abstract: Virtual assistants are a promising business for the near future in the web era.
This implies that the supporting applications have to be endowed with
advanced capabilities to service offerings and to communicate with the users
in a more direct and natural way. This paper presents the agent-based
architecture of the virtual assistant and focuses on the dialogue module. The
content exchange between the agents is based on communicative acts to cope
with the complexity of unrestricted language used by human users
communicating with online assistants. The assistant is capable to interact with
users and to provide the right output through the exploitation of different
information sources. The approach was applied and tested on the insurance
field in the frame of the European research project VIP-Advisor1.

Key words: Applications of Artificial Intelligence, Integration of AI with other
Technologies, Speech and Natural Language Interfaces

1. INTRODUCTION

The work described in this paper is related with the development and
deployment of a virtual assistant that advices the user for risk management
in the insurance and finance field. With the aim of perform a satisfactory
interaction with the user, the VIP-ADVISOR assistant main features are:

competent by reasoning with a rule-based for financial knowledge and an
additional case based knowledge source for information retrieval support

user-adapted, given that automatically adopts to the user’s needs

1 VIP-ADVISOR project IST-2001-32440 (www.vip-advisor.fi.upm.es)



306 Josefa Z. Hernandez, Ana Garcia-Serrano and Javier Calle

reactive and easy to use through the use of natural language speech
(translated into text with technologies from Linguatec GmbH)

The virtual assistant is capable of interacting with the user in natural
language, adapt its recommendations to the requirements and characteristics
of the customers and provide explanations along the interaction.

One of the main aspects of the interaction in the web is the capability of
the web site of generating some kind of trust feeling in the user, just like in a
person-to-person interaction. Things like understanding the aspects that
influence the degree of the different risks identified, assisting the user in the
final decision to get a product are not easy things to achieve in an online
advisor site. Dialogue models and related techniques can play a crucial role
in providing this kind of enhancement.

The paper is structured as follows: next section focuses on the design and
deployment of the dialogue management performed by the Interaction Agent
of the assistant; section 3 includes a brief description of the VIP-ADVISOR
project. Section 4 is devoted to explain the semantic and pragmatic agents
communication language that cover specific peculiarities of the dialogue and
the domain. In section 5 is included some related work and, finally, in
section 6 some conclusions are presented.

2. THE VIP-ADVISOR PROJECT

The virtual assistant developed in the VIP-Advisor project was conceived
to support users on risk management. An existing ‘conventional’ online
application for risk management was embedded in the virtual assistant as
one of the information sources.

The architecture of the online assistant using an agent-based approach
includes:

An Interface agent responsible for the multimedia interaction with the
users, supported by a graphical user interface, including a 3D avatar,
speech recognition and synthesis, eventually with online translation, and
natural language processing.

Intelligent agents, identifying the information sources exploitable by the
assistant, which are responsible for generating the information required
by the user.

An Interaction agent or interaction manager responsible for the coherent
evolution of the user-system interaction, i.e. what to say and how to say
it according to the context of the conversation and the recent dialogue.

The communication between the different agents performs briefly as
follows: User demand is received by the Interface Agent through mouse
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clicks or with a spoken or written sentence. If this sentence is in German it is
translated to English and delivered to the natural language processor.

The NL interpreter analyses the English sentences to extract both the
content and the intention of the input and deliver it to the Interaction agent.
In the case the input is given through mouse clicks the content and intention
of these clicks is also extracted and delivered to the Interaction agent.

According to the input, the Interaction agent decides how to proceed with
the conversation, identifying what kind of answer needs to be provided and
which is the Intelligent Agent that has to generate it. In the VIP-Advisor
system two Intelligent Agents are used: the existing risk management
application and a case-based reasoner to deal with unexpected
situations/queries. Once the response from the corresponding Intelligent
Agent is received it is recorded –for future interactions- and delivered to the
Interface Agent together with indications on how to provide it to the user
(e.g. the kind of language to be used, the gestures of the 3D avatar). The
Interface Agent distributes the output information among the different
modules involved –the NL generator, the speech synthesizer, the 3D avatar
and the graphical interface- and the response is displayed to the user.

Figure 1. Screenshot of the VIP-Advisor prototype

The two prototype versions of the VIP-Advisor intelligent assistant have
been developed with an agent-based architecture, where all agents are web
services and the inter-agent communication is based upon SOAP protocol
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and the exchange of XML files. Single platforms for implementation and
programming languages used are varied. In particular, the Interaction agent
and the natural language modules of the Interface Agent were developed in
Java and Ciao Prolog (www.clip.dia.fi.upm.es). Figure 1 shows a snapshot
of the VIP-Advisor prototype.

From the previous description it can be guessed that a powerful language
for the communication between all the agents has to be involved in this
process. In the next section a detailed description of the communicative acts
role in the semantic and pragmatic agents communication language is
included.

3. SEMANTIC AND PRAGMATIC AGENTS
COMMUNICATION LANGUAGE

The system has to be able to manage the meaning of the user actions and
the intentions that he/she has when performing those actions (clicking,
speaking, writing, ...). These two items are encoded using communicative
acts, an adapted and extended version of the Searle’s theory of speech acts1,2

to the e-services environment.
The communication between the agents is based on a set of

communicative acts consisting in a set of fourteen of these structures
distributed into six categories:

Representative, the emitter shows a link with the reality, sharing with his
interlocutor;
Directive, the emitter should direct his interlocutors next actions;
Authorizative, the emitter wants his interlocutor to perform some action;
Courtesy, social conventions that both interlocutors should observe just
for protocol, tuning, or politeness;
Non-verbal, Required for non-verbal social conventions such us
connection; and
Null, when there is no effective communication but imply an intervention

1.

2.
3.
4.

5.

6.
(such content empty discourses and pauses).
Several parameters characterise the occurrence of each dialogue act in a

way that can be shown as ‘labelled’ communicative acts to be handled by the
agents. A detailed description is provided in Garcia-Serrano and Calle3.

The dialogue-based interaction approach applied is supported by a
discourse model with a twofold dimension: informational and intentional.
The informational approach establishes that the coherence of the discourse
follows from semantic relationships between the information conveyed by
successive utterances (inference-based approach as major computational
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tool). The intentional approach claims that the coherence of discourse
derives from the communicative intention of both speakers and that mutual
understanding depends on the capability to recognise those intentions
(following speech act theories). The dialogue-based interaction applied also
supports a genuine integration of semantics and pragmatics, since a good
analysis of dialogue requires semantic representation (representation of the
content of what the participants are saying) and pragmatic information (what
kinds of communicative acts they are performing - asking/answering a
question, making a proposal, ...-, what information is available to each
speaker, what is the purpose behind their various utterances, etc.)

According to the previous considerations, the Interaction Manager has
three main responsibilities: (1) managing the evolution of the conversation in
a coherent way which means keeping track of the on-going dialogue and
deciding how to proceed next, (2) asking the corresponding Intelligent Agent
to perform the necessary task to generate the information required by the
user, and (3) delivering to the Interface Agent the required information
together with indications on how to provide it.

Three modules support the Interaction Agent to undertake these
responsibilities:

Dialogue manager for controlling the evolution of the conversation. It
records the state of the dialogue according to the active dialogue
strategy, through a dialogue state component, and the intention or
communicative goal that needs to be satisfied next, through a thread
joint stack component.
Session model for handling the static information of the interaction
Discourse maker for generating the next intervention of the system, i.e.
the stream of communicative acts to be delivered to the Interface Agent.
It contains a task model for determining what the effects of a discourse
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should be and how the external modules (i.e. the risk manager and/or
case-based reasoner results) should contribute to the dialogue.

The general performance of the interaction agent is summarized in the
following. During user’s turn (in a dialogue), the interaction agent will be
waiting for his action. Then, a stream of communicative acts (or several of
them) will be delivered to the agent. If it is only a null act informing of a
pause, or an act derived from the G.U.I. (if the user clicked on a menu, for
example), or some verbal intervention interpreted by the Natural Language
Interpreter. Anyway, the information carried by these communicative acts
will be interpreted all the same.

Figure 2. Threads management in an interaction example

Regarding the threads management, the intervention can follow the
focused thread, any other previous thread, or originate a new one (initiative
threads, or just ‘initiatives’). Threads are arranged as a tree like structure,
and leaf nodes should be closed with the inclusion of a ‘solve’ thread, which
means that the thread of that branch has been satisfied (of course, the thread
won’t be erased, but ‘faded’). Any interlocutor might at any moment ‘jump’
to a branch in the thread tree different than the focused one (a previous
thread or a new one that is not a descendent of the focused thread, as
example in figure 2).

In the example before intervention (S2) the intelligent agent has to
provide a product identification. Since there were several of them, the
discourse maker decides to create a new thread to obtain from the user more
information (particularly, the desired cutting depth for that product) in order
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to refine the solution. So, entry point of the discourse maker changes (new
focused thread), and this time, it has no need of external help for obtaining
all needed contents, hence chooses some patterns for expressing its desired
discourse.

Notice that the two intelligent agents are not the only ones that might
pose an initiative. In fact, almost every component in the interaction could
need to introduce initiatives. For example, the session model could need to
reinforce the credibility of a context piece (whenever the use of the piece
determines a certain threshold, and the credibility is under that minimum
required). Then, this component should introduce an initiative for
reinforcing the ‘quality’ of the information (that will probably lead to a
subdialogue starting with the question ‘this feature has this value, hasn’t
it?’). Even the very thread model could pose initiatives (when the ‘quality’
of a thread is under a predefined threshold).

The evaluation of the second prototype was performed using several
scenarios, with different situations and related aspects to be addressed during
Main results of the evaluation focusing on the dialogue management are:

Only the 1 % of total interventions were buggy ones (cause user and
system not to be attuned into the same plane of interpretation) and are
always recovered through only the 1,52 % of total interventions.

9 % of total interventions were of no use (most of them due to doubts)
The average number of steps performed through any intervention was
0,84 for the user and 1,51 for system’s interventions. These results
reveal quick progress of any dialogue.

4. RELATED WORK

Much of the research in the area has been restricted to task oriented
dialogue domains. However, even most advanced systems in interaction are
far from achieving good pragma-linguistic levels. Different systems were
implemented according a few of most relevant theories on pragmatics, with
remarkable results.

Current approaches in dialogue modeling4 have assumed goal related to
introducing system participation in the dialogue. Thus user and system have
‘autonomous’ role in the interaction yet they need to be suitable attuned for
success in attaining their common goals through joint action. In this regard

Finally, some remarks about future improvements suggested by the
evaluation are included. Although there were a few buggy interventions,
intentional commitment should be attained for avoiding these situations.
Even if the system directed dialogues were not very aggressive, the dialogue
should be reinforced (avoiding user’s ‘acts of faith’).
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three approaches for dialogue modelling are applied: dialogue grammars,
plan-based models, and joint action theories applied to dialogue.

Late research on dialogue grammars for task-oriented dialogues try to
combine conversational games models with powerful reasoning tools. An
example provided by Pulman5 proposes combining this technique with the
reasoning power of the Bayesian networks either for the
recognition/interpretation of the user moves, the planning of next moves
(tactics) and the planning of next games (strategy).

In the plan-based models the system is endowed with the capability to
interpret/understand user’ action plans to achieve goals. One approach
considers plans as long-term intentions the system aims to accomplish.
Hence, the dialogue management will maintain a stack of system goals to
attain, the so-called agenda proposed in Boye et al.6. Changing the plan for
this agenda could pose different dialogue strategies. Another approach for
plan-based models considers a plan always focused on a fixed task. Hence,
interaction should be seen as a way for acquiring some information needed
for the task and the state of the dialogue that determined by the information
already acquired (or ‘information state’). Satisfactory results have being
obtained within this approach, being the more representative those from the
IST projects Trindi and Siridus7

’
8.

Finally, joint-action models are based upon the premise that a dialogue is
feed by both talking entities, and that they have at least one common
reference point, a commitment. Those joints have to be kept ‘alive’ by both
entities with an acceptable level of certainty and efficiency, so they can refer
to it. The previously mentioned IST projects Trindi and Siridus claim for the
goodness of including such a “common ground” between user and system,
and the Advice project applied it with satisfactory results.

Another example on the use of these models is the IBM MIND9

(Multimodal Interpretation for Natural Dialog), with features as in the
previous project NLSA system: multimodality, architectural, semantic
structures. But the discourse level analysis is more complex, mainly based
upon Grosz and Sidner10 theories of intention and attention. It differentiate
between two main discourse elements: the unit (intention partially developed
within a turn) and the segment (full intention, developed through several
turns, at least one). The segment will be composed of five attributes:
Intention, Attention, Initiator, Addressee, and State. Also two types of
discourse relations can be observed: structural relations (intention-sub
intention structures), and transitional relations (transitions between
conversation segments and between conversation units; they can be further
sorted in two types, intention switch and attention switch respectively).
These intentional structures (segments) will help to handle the dialogue
structure, as observed in the figure, for attaining coherent dialogues.
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Multimedia based systems are very well spread, and there exist several
examples of successful use of agent-based technology as QuickSet11. This
system stands for improving HCI by posing very efficient interfaces, using
for example a pen on a tactile screen, but also quicker human interfaces to
deal with verbal expression or pointing using a gesture recognizer.

Regarding the tasks a user might ask through interaction, they are always
defined by the domain (often knowledge based). In anticipation of the
forthcoming growth of the number of these tasks for most systems, an
organization of them should be modeled along with the consequences their
results could have for the interaction. Another open issue is the
standardization of the activation of tasks (often performed by external
agents), and the interpretation of the task results and the mechanisms to
introduce them into the dialogue.

5. CONCLUSIONS

For attaining natural interaction with the user, specialized agents are
needed to perform mayor tasks: the interface ones, the dialogue management
and the intelligent decision making in order to generate/interpret the content
of the communication. The proposed architecture is successful in this
direction also for multi-user performance12.

The development of an Interaction Agent able of performing any
complete interaction within an specific domain is a very difficult task, so is
necessary to separate, as in this work, the knowledge of how-to-interact and
the rest of the (domain dependent) knowledge. The proposal for the
interaction agent is based on the three components presented at section 3.

Next step should be done is the adaptability of the assistant to the
different kind of users. A final open problem is to attain the independence of
the domain and then the learning of the assistant from the available domain
knowledge and available dialogue corpus.
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Abstract With the evolution of Web service technology, services will not only become
increasingly sophisticated, but also move into the area of business-to-consumer
and peer-to-peer interactions. Because of todays wide variety of services offered
to perform a specific task, there is a need for mediation infrastructures able to
support humans or agents in the eventual selection of appropriate services. It is
a common opinion that such issues should be solved adopting semantically rich
unambiguous descriptions. Hence, ontologies should be used to describe ser-
vices, to ease their discovery and selection. In order to perform such a selection,
a matchmaking procedure, based on semantic descriptions similarity, is needed.
Technologies developed for the Semantic Web based on theoretical studies on
Artificial Intelligence, particularly on Description Logics, can help in this sense.
As the Semantic Web is conceived as an extension of the current one, technolo-
gies developed explicitly for they both must be used synergically in order to
provide a semantic layer to approaches such as UDDI registries, using OWL
formatted descriptions. In this paper we present a framework for discovery of
services, stored in an UDDI registry, which exposes a description whose seman-
tic can be modeled using OWL-DL based formalism. In order to perform this
task, methodologies to compute semantic differences between two descriptions
and non-standard inference services have been investigated and exploited in an
implemented system.

1. Introduction
The discovery process of a Web Service can be defined as: “The act of lo-

cating a machine-processable description of a Web service that may have been

*Partial funding provided by projects PON CNOSSO and MS3DI
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previously unknown and that meets certain functional criteria” [Web Services
Glossary, 2003]. The previous definition points out that finding a web service
requires the identification through a description modeled using a machine-
processable language. It is also emphasized that the only constraint needed
on the description semantics is a functional one. In [OWL-S overview, 2003]
automatic web service discovery is introduced as: “Automatic Web service dis-
covery involves the automatic location of Web services that provide a particular
service and that adhere to requested constraints. [...] Currently, this task must
be performed by a human who might use a search engine to find a service, read
the web pages, and execute the service manually, to determine if it satisfies the
constraints”. In the latter definition, the human interposition required to prune
the searching space, is highlighted: “read the web pages”. During such a prun-
ing process, a user has to decide how good the service is with respect to what
s/he is looking for. In other words, the user bears the burden to decide how
the meaning (semantics) of the available services description is similar to the
searched one, and in the presence of several available services sort them some
way.

Automation of the web services discovery process requires as a first step
providing service descriptions –what the service actually offers– that have to be
well defined, machine understandable and processable. It is a common opinion
that such issues should be solved adopting semantically rich clear descriptions,
so ontologies should be used to describe services to ease their discovery and
selection [S.A.McIlraith and Martin, 2003].

Because of todays wide variety of services offered to perform a specific task,
there is a need for mediation infrastructures able to support humans or agents
in the eventual selection of appropriate services. A semantic-based matching
mechanism is then needed, based on the automatic analysis of descriptions
similarity. This process is usually called matchmaking. Several recent works
formalize with Description Logics (DLs) the matchmaking of descriptions (see
the Realted work section for more detail). DLs, in fact, allows to model struc-
tured descriptions of supplies and demands as concepts, usually sharing a com-
mon ontology. Furthermore DLs allow for an open-world assumption. Incom-
plete information is admitted, and absence of information can be distinguished
fromnegative information.

Usually, standard reasoning services of a DL system — subsumption and
(un)satisfiability — are employed to determine a match. In brief, if a supply
is described by a concept S and a demand by a concept D, unsatisfiability
of the conjunction of S and D noted as identifies the incompatible
proposals, satisfiability identifies potential partners — that still have to agree
on underspecified constraints — and subsumption of S and D noted as
means that requirements on D are completely fulfilled by S.
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As a matter of fact the flat classification into compatible and incompati-
ble matches can be of little help in the presence of, say, some hundred com-
patible proposals. In previous works [Di Noia et al., 2003b; Di Noia et al.,
2003c; Di Noia et al., 2003a] we introduced a logic-based formal framework
and reasonable algorithms to classify and rank matches into classes, i.e., Ex-
act match: all requested characteristics are available in the description exam-
ined; Potential match: some part of the request is not specified in the descrip-
tion examined;Partial match: some part of the request is in conflict with the
description examined.

The algorithms are modified versions of the structural subsumption algo-
rithm originally proposed in [Borgida and Patel-Schneider, 1994] and compute
a distance between each description w.r.t. a requested service according to the
following criteria. Potential match: how much of the request is not specified in
the description examined. Partial match: how much of the request is in conflict
with the description examined. Notice that an Exact match can obviously be
considered a special case of potential match where subsumption is true.

In this paper we present our semantic-based framework, based on Descrip-
tion Logics formalization and reasoning, and its deployment in a prototype,
which overcomes simple subsumption matching of services descriptions, pro-
viding information on their similarity and allowing services classification and
ranking with reference to a given service request.

The system embeds an adapted NeoClassic system, which communicates
via DIG, and carries out service discovery through matchmaking of the ex-
posed service descriptions with requested ones. With reference to the well-
known triangle diagram for web-services interaction our system plays the role
of Discovery Agency.

The remaining of the paper is organized as follows. Next Section recalls
some of the relevant literature. In Section 3 we briefly revise basics of de-
scription logics and our approach to description matching using description
logics. In Section 4 we present our Discovery Agency and its operating mode.
Concluding remarks close the paper.

2.
The Retsina Multiagent infrastructure [Sycara et al., 2003] includes a match-

ing agent [Sycara et al., 2002] and [Paolucci et al., 2002b] with a language,
LARKS, specifically designed for agent advertisement. No ranking is pre-
sented but for what is called relaxed match, which basically reverts again to a
free-text similarity measure. So a basic service of a semantic approach, such as
inconsistency check, seems unavailable with this type of match. Standard In-
formation retrieval techniques have been also used in the GRAPPA matchmak-
ing framework [Veit et al., 2001]. An extension to the approach in [Paolucci

Related Work
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et al., 2002b] is proposed in [Li and Horrocks, 2003] where two new levels for
service profiles matching are introduced. JADE agent platform for semantic
web services discovery is used there on a test ontology based on DAML-S. The
approach presented does not introduce a ranking method to measure proximity
of service descriptions. In [Di Sciascio et al., 2001] an initial setting for logical
matchmaking was presented in a person-to-person framework, based on sub-
sumption matchmaking. In [Gonzales-Castillo et al., 2001] and [Trastour et al.,
2002] an initial matchmaking framework was proposed, which operated on ser-
vice descriptions in DAML+OIL and was based on the FaCT reasoner. IBM’s
Websphere-SilkRoad matchmaking environment is based on a matchmaking
engine that describes supplies / demands as properties and rules. Matching
is accomplished by simply comparing properties and verifying rules. No no-
tion of distinction between full, partial potential and inconsistent matches are
present [Hoffner et al., 2000]. A similar approach, with descriptions defined
in XML and again a rule based decision system is in [Casati and Shan, 2001].
In [Ströbel and Stolze, 2002] an extension to the original Websphere match-
maker is proposed, which introduces users’ specification of negotiable con-
straints when no total match is available. Also in [Benatallah et al., 2003]
web services matchmaking was tackled. An approach was proposed, which
is based on the Difference operator in DLs, followed by a set covering op-
eration optimized using hypergraph techniques. Anyway, to the best of our
knowledge there is no algorithm able to compute an exact Concept Differ-
ence in a DL endowed of the negation constructor. In [Di Noia et al., 2003c]
a logic based approach to matchmaking in an e-marketplace, which allows
to categorize and rank matches is presented. Its initial deployment also in a
web-service-oriented system is reported in [Colucci et al., 2003b]. In [Di Noia
et al., 2003a; Colucci et al., 2003a] novel DL services, namely Concept Abduc-
tion and Concept Contraction are proposed in the framework of e-marketplaces
matchmaking to overcome limitations of presently available inferences.

3. Description Logics for Semantic Discovery
Description Logics (DLs) [Baader et al., 2002] are a family of logic for-

malisms for knowledge representation. We assume readers be familiar with
them and just provide some insight into the specific constructs and system
we adopt. Several DL-based reasoning systems have been implemented, such
as Loom, Kris, FAcT, Racer,among others. Our system embeds a modified
version of CLASSIC system [Borgida and Patel-Schneider, 1994]. Although
CLASSIC DL is not very expressive w.r.t. other proposed systems, its lan-
guage has been designed with the goal to be as expressive as possible while
still admitting polynomial-time inferences. It manages an (Attributive
Language with unqualified Number restrictions) DL. Constructs allowed in an
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DL are:
A atomic concepts.Sets of objects.

universal concept. All the objects in the domain.
bottom concept. The empty set.

¬A atomic negation. All the objects not belonging to the set represented by A.
intersection. The objects belonging both to C and D.

value restriction. All the objects participating to the R relation whose
range are all the objects belonging to C.

unqualified number restrictions. Respectively the mini-
mum and the maximum number of objects participating in the relation R.
The CLASSIC system uses a simple – TBox in order to express the relations
among objects in the domain. With a simple – TBox in all the axioms (for
both inclusion and definition) the left side is represented by a concept name.
As for each atomic concept only one axiom is allowed, in the CLASSIC system,
it is possible to use a normal form and each C concept has an equivalent nor-
mal form as in which is a conjunction of names,

of number restrictions, and of universal role quantifications. Thanks
to the normal form, the management of the hierarchical structure of an ontol-
ogy, within its nested levels, is possible without traversing the semantic graph
represented by the axioms.

Matchmaking is a process by which given an object (O) belonging to a set,
a sub-set is searched, whose elements share some characteristics with O, i.e.,
match O. Obviously, in our setting, objects to be found are web-services de-
scriptions, based on a request submitted to a facilitator. In previous works [Di
Noia et al., 2003b; Di Noia et al., 2003c] we introduced a logic-based for-
mal framework to classify and rank matches into classes, i.e., Exact match: all
characteristics in the requested object are available in the offered one; Poten-
tial match: some characteristics in the requested object are not specified in the
offered one; Partial match: some characteristics in the requested object are in
conflict with the offered ones. In order to perform the matchmaking process,
we identified some properties a facilitator should have.
[Open-world descriptions] The absence of a characteristic in the description
of an offered or requested object should not be interpreted as a constraint of
absence, instead it should be considered as a “don’t care for the moment”.
[Non-symmetric evaluation] A matchmaking system may give different eval-
uations depending on whether it is trying to match O with R, or R with O —
i.e., depending on who is going to use this evaluation.
If requested and offered objects are modeled using a logic, then objects with
the same meaning should have the same ranking, independently of their syn-
tactic descriptions.
[Syntax independence in ranking matches] A ranking of matches is syntax in-
dependent if for every pair of offered objects and requested object D,



320

and ontology when is logically equivalent to then and have
the same ranking score for R, and the same holds also for every pair of logi-
cally equivalent requested object with respect to every available one O,
In order to show the relation between ranking and implications, let us consider
a description with sets of words. Let R be a requested object and be
two offered objects defined as follows:

In this case, the characteristics that adds to are irrelevant for R. Hence,
whatever the rank for the one for should be the same. If instead we let

then should be ranked better than since it adds a characteristic required
by R.

[Monotonicity of ranking potential matches over subsumption] A ranking
of potential matches is monotonic over subsumption whenever for every re-
quested object R, for every pair of offered objects and and ontology

if and are both potential matches for R, and  then
should be ranked either the same, or better than and the same should

hold for every pair of requested objects with respect to an offered one
O. The point of view is flipped over when turning to partial matches. In such
matches we already have some characteristics in conflict between R and O;
adding new characteristic to R may only make the match worse than before
(introducing new conflicting characteristic) or keep it the same (if new charac-
teristic are not in conflict).
[Antimonotonicity of ranking partial matches over implication] A ranking
of partial matches is antimonotonic over implication whenever for every re-
quested object R, for every pair of offered objects and and ontology

if  and are both partial matches for R, and then
should be ranked either the same, or worse than and the same should hold
for every pair of requested objects with respect to an offered one O.
In the following we briefly illustrate the behavior of the algorithms we adopt
in our system (for a complete description see [Di Noia et al., 2003c]). Given a
requested object R and an offered one O we have a potential match if is
satisfiable in i.e., the properties of neither concepts exclude the other. The
rankPotential algorithm takes as inputs two concepts to be matched i.e., R vs.
O, in normal form, such that is satisfiable and returns a score The
algorithm adds to the number of concept names in R that are not among the
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concept names of O and number restrictions of R that are not implied by those
of O and for each universal role quantification in R adds to the result of a
recursive call. A total match, i.e., concept implication, yields a score,
while of O w.r.t. R, i.e., the score increases (worsens) as the two de-
scriptions are, though still compatible, more different. Notice the rationale of
the approach, which penalizes generic descriptions, which in simple subsump-
tion matching would be unfairly advantaged, as the algorithm ranks better more
specific descriptions of O matching R. It can be proved the algorithm is syntax
independent, and monotonic over subsumption. Also notice that rankPotential
can be used to compute a metric for the length of a concept. In fact the length
of a concept R can be weight up as the score returned by rankPotential algo-
rithm when Given a requested object R and an offered one O we have
a partial match if is unsatisfiable in i.e., some of the properties of
concepts are in conflict. In the rankPartial algorithm we are hence looking for
inconsistencies. Also this time the algorithm takes as input two concepts in
normal form, but this time the score accounts for inconsistencies.
The basic idea of the Semantic Web initiative is to structure information with
the aid of markup languages, based on the XML language, such as RDF and
RDFS (http://www.w3.org/RDF/), DAML+OIL (www.daml.org/2001/03/)and
more recently OWL [McGuinness et al., 2002]. These languages have been
conceived to allow for representation of machine understandable, unambigu-
ous, description of web content through the creation of domain ontologies,
and aim at increasing openness and interoperability in the web environment.
A subset of the OWL-DL language is the obvious candidate for a framework
based on DLs, as we propose in the following section.

4. Discovery Agency
The theoretical framework summarized in the previous section has been de-

ployed in a complete Discovery Agency. The agency, which is a web service
itself, exposes a SOAP over HTTP interface.

The system carries out two main activities: publication of web-services and
semantic search on published web-services. To this aim it exploits available
standards such as UDDI (Universal Description, Discovery and Integration)
(www.uddi.org), which defines a facilities set supporting description and dis-
covery of Web Services providers, Web Services, and technical access in-
terfaces to Services trough a structured registry and UNSPSC (United Na-
tions Standard Products and Services Code) (www.unspsc.org), a wide open-
standard developed and maintained by Dun & Bradstreet to categorize fami-
lies of services (and consequently, in our approach, domain ontologies). UDDI
aims to define a facilities set supporting description and discovery of Web Ser-
vices providers, Web Services itself, and technical access interfaces to Ser-
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vices. UDDI uses widespread standards such as HTTP, XML, XML Schema
and SOAP, providing a set of functions allowing one to register companies,
services and their access information, to modify or cancel registrations and to
search in the registrations database. The deployment of a Web Service is made
up of three phases: registration of the provider as company; deployment of a
description of provided service; deployment of service invocation information.
These information are usually grouped in categories: white pages(Businesses),
yellow pages(Services), green pages(technical information). User may search
a Service, then, by company or by capability. UDDI Registries are available
on the Web and are themselves Web Services: the user have to know access
information to a given UDDI to use it. Business UDDI Registries store in
their records four types of knowledge: businessEntity: non technical infor-
mation about providers (white pages); businessService: non technical infor-
mation about provided capabilities (yellow pages); bindingTemplate: techni-
cal information about services (green pages); tModel: Service access details
(depending on bindingTemplate). UDDI provides also API(Application Pro-
gramming Interfaces) for information and Services search(Inquiry API) and
deployment(Publishing API). UNSPSC provides a product classification, for
E-commerce purpose, useful to identify the category of a selling item (and
then of the selling item web service). It helps us to search and localize Services
identifying suppliers of given product or service. Searching by code avoids the
shortcomings of textual retrieval: results of searching process are Services pro-
viding capabilities classified under the given code and not irrelevant Services
whose name contains the searched product. UNSPSC is a hierarchical classi-
fication made up of four levels. Each level include a two digits numeric code
and a textual description, as follows: Segment: identifies the market segment of
a product; Family: identifies a universally recognized product category; Class:
identifies a group of products with the same functionality or usage; Commod-
ity: identifies a group of equivalent products.

Obviously the added value we pursue is that, having obtained a subset of the
search space using UNSPSC categorization, a semantic match of users request
with available web-services description is possible.

MAMAS
The core module of the discovery agency is the MAtchMAker Service: MA-

MAS. It embeds a version of the original NEOCLASSIC the C++ version of
CLASSIC modified in order to perform the matchmaking functionalities. The
interface exposed by MAMAS is based on DIG 1.0 specifications [Bechhofer
et al., 2003] for an Description Logic. Hence, through a tell and ask
mechanism it is able to dynamically load an ontology, request web service de-
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scription and offered web service description stored in the UDDI registry, as
DL individuals, and return the matchmaking results.

MAMAS behavior can be simply explained with the aid of an example.
Suppose to have two published web services offering rental service:

could be a good choice for room finding if you want to spend your sum-
mer holiday in a site near the sea; on the other hand offers rooms with
accessories in houses sited on the mountains. Now we present two possible
users of rental services: a human being looking for a double room in a site
near the sea

and the personal software agent of a touristic agency looking for particular
rooms available in June in order to compose “all inclusive” supplies:

It is easy to observe that in both cases, and do not completely satisfy
and Nevertheless, is a good solution for and both and

are good solutions for while offers a service which is in conflict with
the one serched by MAMAS catches this behavior and, computing both
and lengths, provides the following results:

for
is a potential match with a 8% of mismatch degree
is a partial match with a 2% of incompatibility degree

for
is a potential match with a 21% of mismatch degree
is a potential match with a 15% of mismatch degree

The DIG interface for NeoClassic is provided by the NEODIG Java servlet.
The DIG standard is basically an XML Schema describing the language used
to interact with a DL reasoner, in order both to introduce new knowledge and
to query a DL knowledge base, using HTTP POST requests. The DIG stan-
dard allows only qualified number restriction and not unqualified number
restriction such as the one supported by CLASSIC, in the <language>
TAG there are generic <atMost/ > and <atLeast/ >. It is well known that an
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unqualified number restriction is reducible to a qualified number restriction. In
fact
As DIG was thought for standard DL inference we added auxiliary TAG to
perform the matchMake ask. A matchmaking request, identified by an id, of
a description I1 versus another description I2 is:

where I1 is the description of an offered web service, stored in the registry, and
I2 is the description of the searched one. The reply includes the category type
of match obtained, i.e., potential –no conflict– or partial –elements in conflict–
and the score determined for the match. For potential match:

The Knowledge Bases (Kbs) Repository contains ontologies, written using
a subset of OWL-DL, representing knowledge domains corresponding to UN-
SPSC items. A classification of services within a taxonomy is useful to limit
the searching space of the requested service, i.e., the domain of the service.
An issue that arose was whether to build an ontology for each item in the tax-
onomy or to build a single ontology embedding the whole taxonomy. In the
former case there would be about 10’000 ontologies related to each other, in
the latter one there would be one ontology with a huge number of concepts and
roles. Both cases are not easily manageable. Trading-off pros and cons in our
approach, we assume the development of an ontology for each Family level in
UNSPSC.

Web Service Publication
A typical problem in knowledge management systems is how to expose the

knowledge to a human user, in a way as friendly as possible in order to keep
a high degree of flexibility. To face this issue, once the domain has been iden-
tified via the UNSPSC code, if the user interacts using a browser, the system
sends an applet to guide the composition of the description both to publish or
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Figure 1. Graphical User Interface during web service publication.

to search a service description. The applet loads the corresponding domain
ontology and the user is guided in the description of the service. The compo-
sition area of the GUI is divided in: 1. an area diplaying the whole concepts
taxonomy; 2. a list which is dynamically populated as soon as a concept is
selected (The list items are the role whose domain is the selected concept); 3.
a list populated by the concept which are the range of the selected role. The de-
scription composition is supported by a translation of the DL expression into a
format closer to the human language, as shown in Figure 1. Each Web Service
published in the UDDI registry, must expose both setDescription() and getDe-
scription() methods. These methods are invoked via a SOAP RPC. With the
former method, the OWL-DL formatted version of the description is binded to
the Web Service, with the latter one such description is returned. The publica-
tion of a web-service in our system goes through various steps. The publisher
provides first the UNSPSC code of the service application domain; then with
the aid of the above described applet s/he is guided in the description of the
service and in the definition of service location and interface parameters. The
activities that can be requested to the system in the publication stage are here-
after summarized. Publication of an OWL-DL ontology to be classified within
UNSPSC taxonomy. As the CLASSIC reasoner used in the agency manages
an DL, the ontology has to be modeled using only the constructors al-
lowed by such a logic. The file name representing the ontology must be in
the form XX.XX.owl, where the two groups of digits represent the UNSPSC
family level.
Search of an item in the UNSPSC taxonomy and of its corresponding level
within the taxonomy. It is possible to surf the UNSPSC taxonomy in order to
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Figure 2. Graphical User Interface during a service request composition.

find the exact code representing the service to be published.
Publication of a web service, in the UDDI registry, whose semantic descrip-
tion is built based on a published ontology. The publication consists of both
an instantiation of two tModels in the registry and the RPC of the setDescrip-
tion() method for the Web Service being published. The first tModel represents
UNSPSC information, the second one is related to the URI of the OWL-DL
formatted semantic description.
We would like to point out that, although our framework is generic, a simple
mapping between UDDI and OWL-S is possible and a semantic description
can be well embedded into an OWL-S (formerly DAML-S) [OWL-S overview,
2003] based description of the publishing service. The semantic description
can be interpreted as the effect part of the IOPE (Input, Output, Precondition,
Effect) model proposed in OWL-S for the Service Profile class. Using the
mapping proposed in [Paolucci et al., 2002a] the UDDI tModel representing
the semantic description field of the service is formatted as a part of OWL-S
description of the service.

Web Service Discovery
The search process also goes through various stages and it is initiated again

providing the UNSPSC code of the searched service, which can be evoked also
using a keyword based approach, and defined up to the commodity level nav-
igating through the hierarchical structure of the classification levels. Having
selected a code the applet again guides the user in the description of the re-
quested service, in accordance with the domain ontology. Once the user has
found the UNSPSC code corresponding to the search domain, the ontology
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corresponding to the family level of the code is selected and its class taxon-
omy and roles constraints are sent back to the user. Again the user is helped
by an applet that guides her/him in the request description composition, see
figure 2. Both the description and the reference domain ontology ID are sent
to the Communication Service that provides interaction with MAMAS and fi-
nally returns a ranked list of services matching the request, and corresponding
service invocation information. The discovery process of a web service can be
hence summarized as:
Search a UNSPSC code (ID) using a keyword-based approach;
Build a semantic description of the web service to be searched, using the on-
tology identified by ID;
Send the description to the Discovery Agency;
Find in the UDDI registry all the services with a semantic description identi-
fied by ID;
Call the getDescription() for all the Web Services identified in the previous
step;
Match services OWL-DL descriptions with the requested one;
Send back to the user the ranked list of services information.
Computing the length of the requested description, the ranked list is expressed
in terms of percentage degree of mismatch (for rankPotential results) or of
incompatibility (for rankPartial results).

5. Conclusion
We have investigated web-services advertisement and discovery in a frame-

work based on DLs formalization and reasoning, which overcomes simple sub-
sumption matching, providing information on service similarity and allowing
match ranking and classification. Based on the theoretical work we have im-
plemented a fully functional agency for semantic-based web-service discovery,
which exploits state of art technologies and protocols.
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Abstract:
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Project managers have a difficult issue to deal with: identify tasks to plan
during project management, with their technical and non-technical parameters,
determine a target to reach, and effectively reach it to avoid financial
penalties. This paper presents a tool able to join system design and project
management. We think thus facilitate the construction of an architecture of
planning and the optimization of this one according to methods that we
propose to develop. Our main motivation is to prevent the obvious
incompatibilities between technical objectives and socio-economical
requirements in the enterprise. Thus, we want to help decision makers to chose
a project skeleton, called scenario, at the launching of the project, but also
during its management, in order to quickly react in case of the occurrence of
any perturbation. A method using evolutionary algorithms seemed adapted.
We will see the benefits that result from this approach and concludes on the
perspectives of larger applications we can envisage thanks to the tool that
supports it, GESOS.

evolutionary computing, genetic algorithms, metaheuristic optimization,
system design, project management, multi-criteria decision making

1. INTRODUCTION

Our work takes place in the domain of development of methodologies for
the project management. The originality of our approach is to couple this
domain with the one of system design. In a simplified way, the question is to
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succeed in making simultaneously evolve the organization of the project and
design. With the process of project management we associate some
mechanisms of robustness and adaptability related to external disturbances
of technical, social or economic nature, in order to respect the laid down
objectives.

The problem thus becomes a question of minimization of the distance
between the objective effectively achieved by the scenario (in terms of costs,
times, quality…) and the laid down initial objective. However, the choice of
the various tasks to be carried out during a project is a complex optimization
problem. Only some heuristic methods can enable us to find a solution that is
close to the optimum in a reasonable time, like evolutionary algorithms.
Indeed, considering this problem, we could note that such methods seemed
best adapted because these research algorithms allow taking into account
multiple parameters of which they seek many combinations simultaneously.
We validated our approach using a tool based on the use of the genetic
algorithms, GESOS (Genetic Evaluation, Selection and Optimization of
Scenarios).

2. GENERAL CONTEXT OF THE PROJECT

2.1 Objective: reach the targets

On one side, the objectives of a system design process consist in
obtaining an exact conformance of the system to technical requirements:
performances, quality, reliability, testability, etc. On the other side, the
project manager has to deal with a project management process : define
targets to reach (in terms of costs, duration, resources…), then define tasks
and their associated means and suppliers, that have to be scheduled in order,
precisely, to reach the target within the previously defined constraints :
duration, means (financial, manpower, machines, suppliers, etc.).

So the project’s objectives consist in reaching a group of technical or
economical targets. In order to measure how precisely these targets are
reached, we have decided to use the Taguchi’s approach in which quality
should be measured by the deviation from a specified target value. This
concept will be developed in section 3.4.2.

2.2 The notion of scenario

We are convinced that the first description level for tasks can be derived
from the functional components description obtained at the preliminary
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design step [Bar04b]. This operation is processed on the base of technical
considerations, has to consider non technical objectives relative to the
project management: costs, market, supply constraints, supplying delays,
quality, certification, any types of risks…

Figure 1. Generation of scenarios

The intersection between the tasks’ content and the technical and non-
technical objectives leads to establish several possibilities for the project
organization which are coherent with general specifications of products, as
illustrated on figure 1; we call them scenarios. Scenarios are deduced from
the options attached to each task they correspond to global solutions
respecting both technical specifications and strategic project requirements.
In a simplified way, we can say that a scenario is a combination of options
and the main point of this paper is to present a procedure to define the best
appropriated combination.

3. THE TOOL GESOS

3.1 Why an evolutionary choice?

Choosing various options associated to project’s tasks is an optimization
problem for which no exact polynomial algorithm is known. The use of an
exact method of optimization is then not very realistic for large-sized
problems; that’s why we need to use a heuristic method. The evolutionary
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algorithms seemed interesting for several reasons. First, the research
algorithms are well adapted to multiple parameters of which they consider
many combinations at the same time, which allows offering the decision
maker a range of solution at each step. One thus lay out with each stage of
calculation a unit of available solutions and not a single solution, as the
method of simulated annealing or taboos do. It is an advantage in our case
where a choice of solutions will have to be offered at the user. Second, they
use a very simple criterion of evaluation by allocating a note to each
individual according to its performance. This avoids using more complex
mathematic tools like the gradient or the derivative, which are not easily
usable or not very representative in a similar problem. Third, using an
evolutionary approach is also interesting considering the possibility it offer
to treat heterogeneous types of representations. Last but not least, the fact
that only one mark by individual is necessary in the evolutionary process
makes the evaluation and optimization procedures independent. One can
thus imagine implementing several types of evaluation and let the decision
maker chose one, or try and compare different ones…

3.2 Project representation

Our work take place in a more ambitious project [Bar04a] where several
research and industrial partners are involved. For instance, data for GESOS
will provide from two other programs developed at the LAAS. The first one,
HILES [Ham03], realizes a product formal description and the second,
LORA [Bri04] allows representing temporal relations between project’s
tasks and in particular the sequence and resources allocation. In a simplified
way, we can consider that the information coming from HILES, which
provides technical elements, completed by LORA’s project management
information, permits a complete representation of the project. GESOS will
use these resources to construct one complete project representation before
determining the optimal scenario. After this step of optimization, solutions
can be re-introduced at HILES and LORA in order to permit the decision
maker to respectively simulate the operations of the product and project
scheduling.

The first constraints types treated by GESOS are the temporal relations
between tasks and more precisely the precedence relations between them
which traduce the case, when one action can’t be done before the end of the
others. It’s the main relation type behind the project tasks. We represent
tasks to realize by numbered squares and precedence relations by arrows.
We can with this representation use a graph to visualize task’s sequencing.

This last relation allows treating classical problems of scheduling in
which project structure doesn’t have any alternatives. But in our problematic,
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options associated to each tasks are unknown as well as the project
architecture. For instance, the choice of one material affects the machining
steps and only machining steps compatible with this one can be used. That’s
why we need to introduce one element representing a choice in the project
sequence; it’s what we call decision nodes. To represent the choices that
appear in the project we add two numbered circles into the tasks graph. Each
one represents a node and it’s the ensemble of these two nodes which forms
a decision. Thus, we have an initial node and a final node. The first circle on
figure 2 with a double line is the initial node. Only one way will be activated
after one initial node, all the others will be deactivated. The final node has a
single line and all the relations after him must be realized.

Figure 2. Project’s structure with decision nodes

Thus, only one task sequence is possible between an initial and final
node. For example, on figure 2 two ways are possible. As showed on
figure 3, the tasks 1, 2 and 3 can be active and 4 and 5 inactive or tasks 4 and
5 actives and 1, 2 and 3 inactive.

Figure 3. Possible Structures issues to Figure 2

Nodes allow the representation of the mutual exclusion of certain tasks
by others and we can then combine nodes to represent complex scenarios
structures.

3.3 Individual coding

This section presents the individual representation. The choice of an
appropriated representation allows obtaining an efficient operation of the
algorithm.

Our objective is to determine the best way into the options to reach the
fixed target. This means select for each task an option and for each node a
way. Parameters linked to tasks and options being determined, remain two
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object types which can vary into the individual selected: to each task, the
option selected and to each node, the decision chose. Our coding is very
simple, on the first chromosome part will be coded the options associated to
each tasks and on the second chromosome part, the way of each nodes as
showed on figure 4.

For a problem with n tasks with options each and m nodes with
choices, on the n first genes, gene i correspond to task i and on genes n+1 to
n+m, gene i correspond to node i-n. In each of themes, one integer between
1 and or function of the case, does reference to the option or way
chosen.

Figure 4. Chromosome signification

To decode each individual, we look into two data bases, the “options data
base” and the “nodes data base”. The options data base contains all tasks
with these own parameters and options parameters and, the nodes data base
all information needed too define the way between each group of two nodes
which corresponds to each project’s choice.

This representation using only integers allow to manipulated individuals
with restricted size and can easily be decoded before the individual
evaluation step. In addition, this coding allows using directly classical
methods of crossover and mutation without reconstruct non-viable
individuals. This is due to the fact that we use a coding in which an object
does not depends of a gene chain but only of one gene; so a gene
modification can not change all the meaning of the chromosome but only the
object corresponding to the modified gene.

3.4 Genetic procedure

In this section will be described the genetic procedure implemented in
GESOS. It’s a strictly classical algorithm. After a random population
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initialization, we apply the classical sequence of evaluation, selection,
crossover, mutation as shown on figure 5. The point requiring to be
developed is the evaluation process. It will be explained in the following
paragraphs. The other algorithms used, roulette wheel method for the
selection, single point crossover and one gene mutation are the standards
methods [Gol94] and don’t need to be explain in details in this paper.

Figure 5. Genetic procedure

In the following paragraph we will detail the evaluation process. The
different steps of its decomposition will be explained before the criteria used
and to finish we will explain the method of fitness attribution.

3.4.1 Evaluation steps

The evaluation implies to:
determine the individuals projects sequences starting from a complex
project in which all tasks aren’t activated

and find an efficient multi-objective algorithm in order to valorize the
apparition of good schemata and keeping the solutions diversity.

For that, the following steps are successively realized:
1. Problem reduction :

For each individual, the choices done during the project are known
during the evaluation. In function of the individual’s chromosome, we know
what options and ways have been chosen. However, in function of the
choices linked to nodes, certain tasks or others nodes will be inactive. These
ones will be absent from the scenario realized, that’s why it’s useless to keep
them during the rest of evaluation. So, a second scenario is generated in
which all inactive tasks and nodes are removed.

For instance, on figure 6 we can see the second scenario obtained of one
chromosome. Stay only tasks 1, 2, 6, 7 and 8 with respectively the

and of their associated options.
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Figure 6. Scenario reduction

2. Determination of optimization parameters
Once the previous operation of problem reduction completed, we obtain a

classical scheduling problem in which intervene only precedence relations
between tasks and resources availability. In this case, we could easily
determine a project sequence by classical methods, and by the same occasion
evaluate parameters; this last point is detailed in the paragraph 3.4.2.

Presently, we use distance between cost and budget and distance between
project duration and desired duration for parameters. The first is determined
by the summation of the cost of each realized task. The second using a
PERT method variant in which is introduce moreover tasks antecedence
relations, constraints linked to resources availability.
3. Multi-criteria evaluation:

In our problem we try to minimize the distance of all parameters by
report there respecting objectives (see 3.4.2); it’s a typically multi-criteria
problem. To make our selection, we have developed a method based on the
Strength Pareto Evolutionary Algorithm. The selection process will be
developed in paragraph 3.4.3.

3.4.2 Evaluation criteria

We have seen on paragraph 2.1 that the objective is to reach the technical
and economical targets. In order to measure how precisely the targets are
reached, we decided to use the Taguchi’s approach. Taguchi methods,
developed by Dr. Genichi Taguchi [War89], can be described in a basic idea:
Quality should be measured by the deviation from a specified target value,
rather than by conformance to preset tolerance limits.

Taguchi believes that the customer becomes increasingly dissatisfied as
performance departs farther away from the target. He suggests a quadratic
curve to represent a customer’s dissatisfaction with a product’s performance.
The curve is centered on the target value, which provides the best
performance in the eyes of the customer. This is a customer-driven design
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rather than an engineer’s specification. There is some financial loss incurred
at the upper consumer tolerance. This could be a warranty charge to the
organization or a repair expense for example.

This synthetic and very attractive approach invites us to represent in
terms of costs every consequence of the product requirements. Indeed,
originally, the Taguchi’s loss function establishes a financial measure of the
user dissatisfaction with a product’s performance as it deviates from a target
value. In our context, the project manager has to define a target considering
technical as well as financial objectives. He thus has to simultaneously lead
a product development and a pure project management processes.

Value of each optimization parameters will be the value of loss function
associated to the objective which permits us to work on a minimization
problem in which we determine individuals with the minimum loss function.

With L loss function value, T target value, O objective value and K user
parameter which permit to adapt each loss function to objective type.

3.4.3 Multi-criteria evaluation

Our problem is then to minimize the loss functions ensemble in order to
obtain scenarios as near of the targets as possible. This evaluation must
valorize the scenarios diversity too to allow us to suggest to the decision
maker a wide range of solutions and not a group centered on the same
scenario with only little variations. To realize this, we have chosen to use a
method inspired by the Strength Pareto Evolutionary Algorithm. This
technique presented in 1998 by E. Zitzler and L. Tiele ([Zit88] and [Zit89])
put down on the determination of the Pareto front associated to the problem
and allows us to reach ours objectives of solution quality and population
diversity.

During a mono-criterion evaluation, it’s easy to compare two individuals
by comparing a scalar fitness. In a multi-criteria optimization case, relations
between individuals are more complexes. We can use the dominance notion.
In a minimization problem, considering two objective vectors v and u. If all
v components are less or equal to u components, with at least one component
strictly less, so v vector correspond to a bester solution than u. In this case,
we tell v dominate u on Pareto sense. On formal way, we can write:
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The whole of objective vectors which couldn’t be dominated constitutes
problem optimal values in Pareto sense. These values belong to the Pareto
front. The Pareto-optimal whole is defined like unit which contain solutions
in the search space with values are into the Pareto front.

We work with two sets of individuals. P, the population, and P’, which
contain Pareto front individuals. Individual fitness determination is
decomposed in two steps:

Step 1: at each P’ individual is associated a value representing there
strength equal to the number of solutions dominate by i in population P
divided by P height plus one (1).

Step 2: fitness of all individual appertaining to P is equal to the inverse
of the sum of P’ individual strength which dominate it plus one (2).

So, one individual is as less performing than it is dominated by
individuals of P’. One selection method like roulette wheel is used after in
order to favorite the good fitness individual. Figure 7 illustrate performances
calculation.

With this technique, Pareto front individuals are valorized compared to
others individuals. The firsts’ one have a fitness equal at one and the
seconds’ inferior at one, so the Pareto front individuals have more chances
than the other to be present into the next generation. This point permits to
obtain a convergence to good scenarios.

For the second objective of the evaluation, valorize the population
diversity, we can notice that a technique based on niches is implicitly
effectuated by fitness calculation above. Each figure 7 rectangle is
considered like a niche in Pareto dominance terms. If one niche contains a
high number of solutions, its contribution to individual strength is strong. In
return, this high strength implies a weak fitness for individuals belong to this
niche. It’s what we can notice in niche (1), in spite of this individuals aren’t
dominate only by a single other, they obtain a mediocre note. Inverse niches
with few individuals will have dominants with weak strength which imply a
high fitness for its. For example, niche (2) individuals obtain the best
population fitness except Pareto front individuals. Thus we obtain a
stabilization of the subpopulations height into niches.
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Figure 7. Fitness affectation

We can notice that actually, we use a clustering method in order to limit
the number of individuals in the Pareto front.

4. RESULTS AND FUTURE EVOLUTIONS

4.1 Experimental results

Presently, to validate this tool we use a module to randomly generate
problems. Tests on real problems from industry aren’t still being considered
but are envisaged in near future once the different tools (HILES, LORA and
GESOS) linked. Results presented below have been obtained on middle size
problem with 60 tasks with 15 options each. Fixed objectives were 5000 
for the project cost and 500 h for desired duration.

We use for the moment only these two criteria. Other criterion like risk
associated to the project or product quality aren’t yet implemented. Actually,
during our experimentations, we voluntary use a high number of generations
and this to verify the algorithm convergence and see the different algorithm
phases.

On figure 8, we can note that average values of loss functions decrease
before converge. In some cases, we note an increase of one of the criteria
whereas the other decreases this translates simply the existing dependence
between these two values. Of course, if we begin with a population very near
of one of our objective but far to the second, the algorithm will reduce the
quality on the first criterion to raise the second in order to obtain a best
compromise. On figure 9, we can see the population (represented by the
crosses) and Pareto front individuals (the points) repartition after research of
the optimum. On this figure, we refund the classical Pareto front in
minimization problem and we can notice that the population is good
attracted on its borders. On figure 10, the individuals repartition is doing on
a cross form centered on the fixed objectives values. In addition, we can see
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that the population is well distributed in the space of research and well
covers a vast field of scenarios. It should be noted that, in this application,
we could find a solution very close to the optimal with one duration to
500,7 h and a cost to 5003 .

Figure 8. Average value of cost and duration loss function

Figure 9. Repartition function of loss functions

Figure 11. Average fitness value

Figure 10. Repartition function parameters

Figure 12. Population diversity

In this example an optimal solution was obtained in less of 40
generations (figure 8). After, the fitness (figure 11) and its diversity
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(figure 12) variations are not related to the research of Pareto front
individuals but to the second phase of the algorithm during which, once time
the Pareto front established, population will tender to be distributed
uniformly along the Pareto front. In this phase, it’s no more the population
which will push the performances of the Pareto front but the front which will
attract the individuals of the population.

Results obtained in experiments are thus encouraging, since they show a
rapid convergence of the face of Pareto towards the optimal solutions.
Another advantage of this algorithm is its insensitivity to the distance
between project objectives and limits. We can notice that even on problems
with objectives very distant from those attainable, acceptable results are
obtained from the viewpoint of the solution’s quality. It is a considerable
advantage; numerous other heuristic are very sensitive to this phenomenon
and give in this case poor quality solutions.

4.2 GESOS prospects and evolutions

The use of evolutionary algorithms in this type of application is quite
new because until now they were used in problems of scheduling where
tasks are known but not the order in which they must be followed. Here, the
problem is the opposite, the general order of the tasks is predetermined and
we try to find which chain of tasks would lead us as close as possible to our
objectives. It is thus a new problem that is posed. Thanks to the tool, we
obtained encouraging results that validate our approach on examples
elaborated for the purpose. In particular, we have shown that, when the
genetic parameters are well-adjusted, convergence is obtained within few
seconds, for quite complex problems (100 tasks with 100 options
each [Bar04c]). Of course, the tool deserves to be improved, on several
aspects which can be either relative to the management and design processes
by taking into account more tasks parameters or relative to the genetic
procedure (e.g. a more sophisticated stop criterion to elaborate, studying the
impact of another chromosome coding, test multiple cut points and variants
on mutation and crossover, realize a precise adjustment of algorithm
parameters like mutation and crossover rates…).

5. CONCLUSION

Nowadays, project management is basically funded onto tasks scheduling
and resources management considerations. It supervises product design tasks
in the way that the decisions made determine the allocation of resources.
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This situation is not totally satisfactory because it induces
misunderstandings. In previous papers [Bar04a] [Bar04b], we have proposed
the use of some models and tools. In this one, we focused on the selection
and optimization methods and tools that can be envisaged. The paper
showed that genetic techniques can be employed to reduce computation
delays in order to help the project manager to quickly define project
scenarios. This corresponds to a real industrial need. We exposed our
strategy, justified its choice and presented the benefits that can be obtained
on the case of a complex example, though our approach still merits
improvements. In conclusion, GESOS seems to be a well-adapted tool for
decision makers to manage their projects. Considering the whole project in
witch we are involved, we determined ambitious objectives, and we are now
in the phase of integrating the several research tools developed by our
partners. We are now contemplating the possibility to use this platform and
test it on real complex industrial applications.
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Abstract
This work presents a comparison between a Parallel Genetic Algo-

rithm (PGA) and a Parallel Tabu Search (PTS) algorithm. Both are
used for solving a scheduling problem on 45 tests based on the same
parallel model, (Synchronous Network Concurrency Model) and testing
sequential algorithms with 2, 4 and 8 processors. The results show that
the PTS algorithm obtains better results, and covers a smaller portion
of the solution space.

Keywords: Genetic Algorithms, Tabu Search, Parallelism, Scheduling.

Introduction
One of the problems evidenced in an application that requires the

computational power of a parallel machine is the assignment of tasks
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to the processors available with the purpose of reducing the total com-
putational time utilized. This problem, referred to an instance of the
scheduling problem, is represented by weighted Directed Acyclic Graphs
(DAGs) also known as task graphs which configure a set of tasks in ho-
mogenous processors in order to minimize total required time. In its
general form this is a NP-complete problem although there are polyno-
mial solutions known for a few restricted cases [3], [7].

The representation of the tasks and assignment in a DAG [8], in these
graphs is defined by the tuple G = (V,E,C,T), where

is the set of task nodes and is the number of nodes, E is
the set of communication arcs, is the number of arcs, C is the
cost of the communication arcs and T is the set of computation time of
the nodes. The value is the time of communication incurred
throughout the arcs which is zero if both arcs are
assigned to the same processor. The value is the computation
time of the node

A task is an indivisible computation unit which may be an instruction,
routine or an entire program. Additionally a task is considered non-
preemtive due to the fact that once it is begun it must be completed
without interruptions.

This article presents the context of the general scheduling problem in
Section 2, defining the type of problem encountered, later in Section 3
the metaheuristics used are described. Section 4 shows how GA and TS
have been parallelized, while Section 5 presents the tests carried out and
the analysis of these. Finally, Section 6 presents the conclusions reached
in this work.

1. The Problem
The scheduling problem is defined as follows: given a number of

tasks (where corresponds to the computation time of the task)
which must be carried out by P processors (where corresponds to the

processor), it is required to know which tasks must be carried out
on which processor, such that the total time to completion be as small
as possible.

A few instances of the problem are described below:

Dependence among tasks: In order that task  begin its execution, tasks
must have concluded, that is, a certain established

order must be respected (where is the quantity of tasks that
precede task In this respect, there are two possibilities:

There is dependency between tasks.
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No task depends on the execution of another.

Duration of the task: This refers to the duration of the tasks. Two
cases exist:

All tasks have the same duration(unitary).

The tasks have different and arbitrary duration.

Communication Cost: Corresponds to the time required to communi-
cate one task with its predecessors whose execution has finished.
With respect to this, there are two different cases:

Task must communicate with task to be carried out:
if both tasks are executed on the same processor, the cost is
considered to be zero or insignificant; if they are carried out
on different processors there is a known associated cost

Communication costs are not considered.

Number of Processors: Corresponds to the quantity of available re-
sources to resolve a given problem. There are two alternatives:

An unbounded number of processors is considered.

The number of processors (P) available for the problem is
specified.

Processor Homogeneity: This has to do with the specific characteristics
of the processors. There are two cases:

The processors are identical.

The processors do not have the same characteristics.

In the present work, the scheduling problem considered has the
following characteristics (instance):

There is dependency among tasks.

Tasks differ in duration (arbitrary).

Communication cost between tasks is taken into considera-
tion.

Processors are homogenous and limited.

Researchers in this area of study have devoted approximately forty
years to develop various algorithms for this problem. A real alternative
are Metaheuristic Algorithms. These are generally defined, and thus it is
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necessary to define their parameters in order to model the problem to be
solved according to its nature. Their principal characteristic is that they
do not ensure the finding of the optimal solution, but rather solutions
that are close to the optimum. Some examples of these are Simulated
Annealing [11], Genetic Algorithms [10], and Tabu Search [9].

2. Tabu Search and Genetic Algorithms
This work centers on the study of the effectiveness of the techniques

of Genetic Algorithms and Tabu Search for the solution of a specific
instance of the scheduling problem which are presented below.

2.1 Tabu Search (TS)
Tabu Search is a metaheuristic method introduced and developed in

its present form by [9]. In General TS consists of generating, on the
basis of a random and feasible initial solution, neighboring solutions
from which the optimal solution is selected (or not) when compared to
the initial solution. A Tabu List (L) is generated of the movements that
are not allowed in the present iteration, (in this way movements that
could result in the selection of a local optimum are excluded). There
are different criteria for determining when it is possible to remove a
movement from L. Intensification and diversification strategies define
how close the generated solutions are to the initial solution.

The modeling used for this problem coincides with genetic algorithms
in representation of individuals and in the evaluation function. The
generation of a neighboring solution consists of changes in the positions
of the elements of the initial solution. The criteria for functioning for
a neighborhood were aspiration by default [9]. The search strategy is
defined by the following parameters presented in [4]:

1

2

3

The size of L is 100.

The number of variations permitted is the average of the DAG
input tasks, and the number of processors.

The size of the neighborhood is the sum of the previous.

When the number of iterations allowed in each cycle is completed,
the search strategy is updated, and the number of differences between
solutions is analyzed (Hamming distance). If it is larger than 50% of
the size of a solution, the size of L is reduced as are the number of
variations, and the size of the neighborhood is increased; if it is smaller,
the size of L is increased as is the number of variations, and the size of
the neighborhood is decreased.
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2.2 Genetic Algorithms (GA)
Genetic Algorithms are metaheuristic methods [10], (of an evolution-

ary nature) that belong to the area of Artificial Intelligence, and make
it possible to find solutions that are close to optimum for difficult opti-
mization problems. GAs base their search on the mechanics of natural
selection and genetics, where evolution operates directly on the chro-
mosomes of living organisms by means of selection processes, crosses
between individuals (thus generating offspring that are different to the
parents), and mutations which allows adaptation to changes in the en-
vironment. According to this idea, GAs use an initial population of
individuals (possible solutions for the modeled problem) that is random,
finite and same size for each generation. The individuals are represented
by binary strings in which a 1 represents a characteristic present in the
chromosome of the individual (pure GAs). The initial population evolves
from one generation to the next a fixed number of times by means of
genetic operators. These select the best solutions according to a defined
evaluation function, reproduce the individuals randomly changing the
genetic information in two chromosomes, thus generating new individu-
alism, and mutating some characteristic of the chromosome.

The model used in this work [12], corresponds to a hybrid represen-
tation of the chromosomes where the length of an individual is equal
to the number of tasks plus the number of available processors. Each
characteristic has a positive number between 1 and the number of tasks,
(which represent the scheduled task in the DAG) or a negative number
between 1 and the number of processors, (which represents the number
of the processor where the assignments are being carried out). Reading
the chromosome from left to right, the positive numbers next to negative
numbers indicate what tasks are to be carried out, and in what order
(Figure 1).

The evaluation function associated to this model determines the time
that each individual requires per task, taking into consideration the as-
sociated computation and communication costs. The operators used in
this modeling exercise as justified in [12], and whose parameters where
tuned after a process of adjustment, are the following [6]:

Mutation: Two random positions for the individual are chosen and
exchanged. Percent mutation: 1%.

Crossover:  Elements from one of the parents are randomly selected
and are stored in a row. Offsprings are created by copying each
element from the other parent from left to right, if the element
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is in the row, the following element is copied. Percent crossover:
30%.

Selection: Individuals are selected randomly from a population, those
that achieve the highest score by the evaluation function, have a
higher probability of being selected. Selection percentage: 50%.

The size of the population in each generation is of 400 individuals.

3. Parallel Tabu Search and Parallel Genetic
Algorithms

Figure 1. Chromosome representation of the GA

Just as it is interesting to study the scheduling problem due to its
application in the optimization of a parallel machine’s resources, it is
also interesting to apply parallel models to Meta-Heuristic techniques
to extrapolate the improvements in process time allowed by parallelism.
There are a variety of applicable parallel models [5], and different studies
on the parallelization of specific methods [1]. Consequently, there is
justification for the comparison of the parallel behavior between two
known methods such as Genetic Algorithms [6], and Tabu Search [4].

3.1 Synchronous Network Concurrency Model
The parallelization of the metaheuristics used in this work is achieved

through the Synchronous Network Concurrency Model. This parallel
model uses K processes executed independently, and with independent
information. The best result is communicated to a master process which
determines the best solution and communicates this to the concurrent
processes [13].

The model uses coarse grain parallelization [1], in which the popu-
lation is divided into sub-populations which are kept relatively isolated
from each other. This model introduces the migration operator, which
is used to send individuals of a sub-population to the master.

The most frequently used population models in the implementation of
coarse grained genetic algorithms are the following: The island model,
and the stepping stone model. In the island model the population is
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sub-partitioned into geographically isolated sub-populations and the in-
dividuals can migrate to any other sub-population. In the stepping stone
model the population is partitioned in the same way, however migration
is restricted to neighboring populations.

3.2 Parallel Genetic Algorithm (PGA)
The model used consists of a master GA and K independent GAs

(see Figure 2). The population is divided into equal parts for each GA.
When one generation is finished, the GAs send their best individual to
the master GA which determines the best of these sending it on to all
the GAs according to the migration policy best individual over random
individual (The best individual is copied over any solution for every GA
[13]).

Figure 2. Synchronous Network Concurrency Model applied to Parallel Genetic
Algorithms

3.3 Parallel Tabu Search (PTS)
As with the parallel GA described above, Tabu Search has K TSs with

independent neighborhoods and tabu lists. Each sends its best solution
to the master TS which copies the best of these to the rest of the TSs.
The master process also takes care of initializing the parameters for the
search strategy and the initial solutions for each TS.

4. Tests Carried Out and Analysis of Results
The DAG test set presented is made up of 15 representative DAGs

extracted from the study [14], and whose principal characteristics are
detailed in Table 1. The scheduling problem used considers the assign-
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ment of 15 DAGs for P = 2, 4 and 8 (45 tests). For each test, each
algorithm is executed ten times: GA and TS with K = 1, 2, 4 and 8.

The tests were carried out on a machine with shared memory Silicon
Graphics, with an Irix operating system, version 4.3 and C language.

The information evaluated for each test is the following: Mean Parallel
Time (PTmean), the size of the Mean Space Covered (SCmean) and
the Minimum Parallel Time obtained during the 10 executions(PTmin).
Figures 3 and 4, show the graphs of the results obtained from PTmean
and SCmean for the mentioned graphs itinerated over 2 processors (P =
2), with 2 parallel algorithms for GA and TS (K = 2).

The need for metaheuristics to approach the scheduling problem is
justified upon inspection of the size of the search space [4] by means of
the equation 1a [12], which establishes the number of possible methods
for resolving a number of tasks  over a number of processors P, while
considering the dependency among tasks.



G
A

 and TS parallel m
odel to solve Scheduling problem

351



352



GA and TS parallel model to solve Scheduling problem 353

With equation 1a table A.1 is deduced, with the sizes of the search
spaces of the reviewed DAGs, thus highlighting the technical impossi-
bility of obtaining solutions by exhaustive search in order to find an
optimal solution because of the combinatorial explosion.

4.1 Analysis of Results
Figure 3 shows that the Mean Parallel Time of the TS based solu-

tions‚ for scheduling with two processors (P = 2)‚ are better than those
achieved with the GAs. Additionally‚ upon reviewing the Figure 4‚ it can
be seen that the Mean Space Covered for the GAs with two processors‚
is greater than TS.

Of the 45 tests carried out‚ the most representative of the behavior of
the algorithms‚ are those carried out on the graphs assigned for P = 8.
From the 15 tests selected‚ in 7 cases GA and TS obtained equal results
for parallel time. Additionally‚ there are 4 cases in which TS obtained
equal results independently of the degree of parallelism used‚ while the
Mean Parallel Time increased.

As can be seen in Figure 5‚ PTS showed a better performance than
PGA for all the configurations tested (K = 1‚2‚4‚8).

In terms of the Mean Space Covered for the mentioned DAGs with
8 processors (P = 8) (Figure 6)‚ the PGAs decrease their exploration
in the measure that the degree of parallelism increases confirming the
results shown in [13]. For their part the PTS show a similar performance‚
although for Mean Space Covered always less‚ and a slower decrease in
the measure that the degree of parallelism increases.

5. Conclusions
According to the results obtained‚ it can be seen that the PTS shows

better results than the PGA. This can be deduced from the observation
that for similar quality solutions (Mean Parallel Time)‚ the Mean Space
Covered for PTS is significantly less and is in fact a fraction of that used
by PGAs. In practice‚ there is an obvious decrease in required proces-
sor time in order to find a good solution to the problem of scheduling
multiprocessor machines.
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The PTS and PGA can be used to solve other instances of the schedul-
ing problem‚ perhaps with similar results. As future works we are study-
ing the application of these parallel models to solve other kinds of com-
binatorial problems.
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MODELLING DOCUMENT CATEGORIES BY
EVOLUTIONARY LEARNING OF TEXT
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Abstract: This paper deals with a supervised learning method devoted to
producing categorization models of text documents. The goal of the
method is to use a suitable numerical measurement of example
similarity to find centroids describing different categories of examples.
The centroids are neither abstract nor statistical models‚ but rather
consist of bits of examples. The centroid-learning method is based on
a genetic algorithm‚ the GAT. The categorization system using this
genetic algorithm infers a model by applying the genetic algorithm to
the set of preclassified documents belonging to a category. The models
thus obtained are the category centroids that are used to predict the
category of a new document. The application of this system is the task
of classifying incoming documents.

Key words: similarity function‚ centroid‚ genetic learning‚ text classification

1. INTRODUCTION

There are well-known methods for automating the building of clusters
and descriptive models of text documents6. Most such methods are included
in the machine learning paradigm‚ where the categorization problem is
envisioned as a process of learning supervised by the knowledge of the
categories and of the training instances that belong to them. Documents
manually classified are the key resource in such a paradigm‚ and a general
inductive process automatically builds a text classification model for every
category by extracting the main features from preclassified documents.
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Two other example-driven techniques that infer no classification model
are the k-nearest neighbour and textual case-based reasoning

Systems using these techniques start with a set of documents
associated by hand with a kind of “solution”. According to the terminology
employed in these methods‚ when a new example is entered to be solved‚ the
method compares the new example to the stored examples and retrieves the
most similar ones. Then‚ the “solutions” associated with these similar
examples are used to provide the solution to the new example. When
examples are text documents‚ the “solution” associated with each document
is the category the document belongs to. These methods employ no learning
stage‚ and the only task that precedes the comparison of documents‚ very
time- and storage space-consuming‚ is the allocation of preclassified
documents.

2. DOCUMENT CLASSIFICATION TASK

This paper deals with text supervised learning where text documents are
the only information available. The goal of the method is to find the
centroids that describe the different given document categories. Every
centroid is neither an abstract nor a statistical model but rather consists of
the set of words selected from the category documents that‚ when used for
document categorization‚ yields the highest effectiveness of the model. The
proposed centroid-learning stage is based on a genetic algorithm (GAT).

An important requirement of the supervised centroid-learning is to use a
small amount of training examples for building a categorization system
taking the right classification decisions in any text domain regardless of the
domain characteristics. There are many specific thematic domains in which
it is very difficult to obtain significant samples of training documents. Most
of current exampled-based systems need exhaustive training sets implying
high download and store costs for obtaining a final‚ reliable classification
system6.

The centroids learned can be used later for organizing tasks like
classification and summarization8. The application of the GAT-based system
focuses on the task of classifying incoming documents in several non-
disjoint categories.

The following section describes the text preprocessing step. The details
of the newly developed genetic algorithm and the proposed similarity
function are discussed in Section 3. Sections 4 and 5 describe the
generalization of the genetic algorithm and the classification application‚
respectively. Section 6 reviews the experimental settings and results. Last
sections contain the conclusions.
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3. GENETIC ALGORITHMS FOR TEXTS (GAT)

The information contained in text documents is often expressed in a
natural language that must be mapped to a representation understandable by
the classifier algorithm. The preprocessing step used here is comprised
within the bag of words approach commonly used in most text applications8.
The task of the system is to scan the text of documents in every category and
to turn that text into lists of words‚ together with their occurrence frequency.
Next‚ words belonging to a stop list or words without semantic contents are
removed‚ and several stemming procedures are applied4. A preprocessed
document is a list of pairs‚ each pair consisting of a word and its occurrence
frequency.

Genetic algorithms are an optimization technique that simulates the
natural evolution process1. Beginning with an initial population of
individuals or chromosomes representing tentative solutions to a problem‚ a
new generation is created by combining or modifying the best individuals of
the previous generation. The process ends when the best solution is
achieved.

The problem proposed is to obtain a centroid document representing the
documents of a class. The central notion is a measure of similarity among
documents‚ so documents in a class show a high intra-class similarity and a
low inter-class similarity. One possible solution to this problem could be
generated by taking a random set of words from the documents in a class and
measuring the similarity between that random set and every document. Due
to the huge search space and the lack of good heuristics based on the
semantics of the words‚ there are many potential initial sets of words.

The initial population designed here to lead the search for centroids
consists of the preprocessed documents of every class‚ since every document
is the most similar to itself and one possible centroid with regard to the other
documents in its class. After applying the GAT method‚ the centroid of
every category is a document composed of different portions of every
labelled document belonging to the category.

3.1 Text Representation and Genetic Operators

Every chromosome symbolizes a possible centroid document. The
chromosomes of the initial population are the documents obtained after
preprocessing. The genes of a chromosome are pairs consisting of a word
and its occurrence frequency. Since documents are of a variable size‚ the
length of chromosomes is also variable.

The genetic algorithm for texts uses three operators: copy‚ crossover and
mutation.



362 J.I. Serrano‚ M.D. Del Castillo

Copy Operator. This operator selects some of the best chromosomes of a
population and duplicates them in the next generation. Since the evolution of
a population over time can produce worse chromosomes than the original
set‚ this operator provides a mechanism for remembering chromosomes that
were previously useful.
Two-Point Crossover Operator. Typically‚ a simple crossover operator
generates a new offspring from selected parent chromosomes by swapping
all the genes between a randomly selected position and the length of the
chromosome less one. The version used by this GAT selects at random two
positions in each parent chromosome.
There are two reasons for using a random multiple-point crossover operator.
The first crossover point must belong to each parent because of the different
length of chromosomes. The second random crossover point in each parent
allows the number of exchanging genes to be smaller than the number of
exchanging genes with a simple crossover operator. The resulting offspring
may therefore turn out to be modified to a lesser degree.
Mutation Operator. This operator selects one gene of a chromosome and
modifies its value. In the proposed algorithm‚ there are two ways of
modifying a gene. One way lies in replacing the selected gene by another
randomly selected from the full current set of words present in the
documents of a category. This option enables all the words to contribute
fairly. The other way to mutate a gene lies in increasing or decreasing the
value of the occurrence frequency of the gene. This latter kind of mutation is
justified by the design of the fitness function‚ as discussed in the following
subsection.

3.2 Population Fitness Function

The objective of the fitness function is to compute some measurement of
the profit or goodness a chromosome would have as a centroid document of
a class. According to the assumptions‚ every chromosome of a concrete
population is a centroid. The closer to every preprocessed document the
centroid is‚ the better it will be.

Obviously‚ the chromosome taking the highest fitness value will be the
best centroid. The main point of the fitness function is to find the
measurement of similarity or‚ inversely‚ the measurement of distance among
documents. The more similar a document is to another‚ the less distance will
exist between them.

There are many studies about how to characterize the similarity between
any two texts; some are statistics-based‚ and others are word semantics-
based5. In this paper‚ similarity is calculated by a statistical function that
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takes into consideration the number of times words occur within the
compared texts. Eq. 1 reflects the similarity function.

where is the number of appearances of word in document X‚ and
is the number of appearances of word in document Y. This function
calculates the similarity between document X and document Y. The degree
of similarity between two documents is obtained by multiplying the number
of occurrences of the words that are common to both documents. Thus‚ if a
centroid contains many relevant words that are present in many documents‚
the centroid will take a high average similarity value with every document
and therefore a low average distance value.

The fitness function value of a chromosome is the average similarity
between all documents and that chromosome (see Eq. 2).

where i is document i from the initial set‚ N is the number of initial
documents‚ and Chr is the chromosome evaluated.

In order for a genetic algorithm to be applied‚ certain other parameters
must be determined as well‚ such as the maximum number of generations‚
the stop fitness value‚ the probability of application of operators and the
operator workspace. The sizes of the workspace for the Copy‚ Two-Point
Crossover and Mutation operators have been set to 30%‚ 65% and 80%‚
respectively. The optimal values of the application probabilities of the Copy‚
Two-Point Crossover and Mutation operators were 0.4‚ 0.65 and 0.8‚
respectively. All these values have been determined experimentally.

4. APPLYING GAT TO DOCUMENT
CLASSIFICATION

The application of the GAT to text web pages or hypertext implies taking
into account certain additional issues regarding the presence of often
ungrammatical text in web pages. First‚ in the preprocessing step‚ the
frequency of word occurrences is increased for some word formats in an
experimental way.

Four different types of information can be found in web pages explicitly:
URL‚ META keywords‚ hyperlinks and plain text. Words can assume a
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different semantic power depending on their placement. Based on this
division of documents‚ the preprocessing step will generate four lists of
word/occurrence frequency pairs‚ one each for the four types of information.

The GAT can consider a web page as a whole text or as four parts of text.
When the web page is to be processed as a whole‚ the GAT will apply the
crossover operator only to a part chosen at random for every two parent
chromosomes selected to be crossed. If the web page is considered as
consisting of four parts‚ then the chromosomes handled by the GAT are
divided into four parts and the genetic operators will be applied to the four
parts in a parallel manner. Therefore‚ the fittest chromosomes (and the text
categories) can be modelled by as many centroids as different types
information exist in the web pages belonging to the categories. Thus‚ the
application of the GAT can be generalized to include grammatical texts and
hypertexts‚ because any kind of document can be mapped onto the described
web representation; and therefore use can be made of the information that
web page authors give when they place a word in some special position
and/or format.

The classification process begins when the system receives an unlabeled
document. First‚ the similarity between the document and every learned
centroid according to Equation 1 is calculated. Next‚ the document is
classified as belonging to the category or categories whose centroid or
centroids are closest to the document. In each category a threshold value of
the similarity is set so that any document with a similarity less than the
threshold is not classified into the category. An interesting advantage of the
similarity measurement is that the values it takes for a document with respect
to each centroid can be seen as degrees of membership in each category.

When the categorization system classifies web pages‚ it takes into
account the existence of centroids composed of four centroids. Therefore‚
when a new web page is being classified‚ the similarity between every type
of information on the page and the corresponding centroid is calculated. The
final similarity between a web page and a category is given by the average of
at most four similarity measurements.

5. EMPIRICAL TESTS

The system described has been evaluated on two text collections. The
first experiment allowed to set up the influence of the number of generations
and the number of centroids per category to the system performance. Once
these parameters were determined‚ the second experiment intended to
evaluate two issues involved in the genetic centroid-based approach: 1)
differences in classification performance‚ checked by considering the web
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documents as a whole or as four separate types of information (URL‚
META‚ TEXT‚ LINKS); 2) the results obtained with a two-point crossover
operator instead of a simple crossover operator.

The first experiment was carried out on the Reuters-21578 collection. A
subset of this collection was selected consisting of 1‚987 documents
belonging to eight categories. These documents were divided into two
groups‚ a training set of 240 examples and a test set of 1‚747 examples. The
GAT method was applied to the training set‚ and the centroids thus obtained
were used to classify the test set. Table 1 shows the classification
performance for each category in the rows and the results for different values
of the number of generations in the columns.

Classification performance is based on calculating three different
measurements: precision or percentage of correct predictions‚ recall or
percentage of documents that have been correctly classified‚ and F-measure
as a combination of the precision and recall measurements‚ F-
measure=(2*precision*recall)/(precision+ recall).

The greater the number of generations‚ the better the results are.
Although the best results depend on the category‚ it seems that the best
macroaveraged value of the maximum number of generations is 100.

A similar analysis was carried out to determine the influence of the
number of centroids to the classification performance. The results showed
the more centroids there are‚ the worse the results. Using more than two
centroids is not a good option‚ because although the precision value is kept
the remaining performance values are decreased.

The second experiment was carried out using a collection of web pages
called BankSearch. This data set is jointly provided by BankSearch
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Information Consultancy Ltd. and the Computer Science Department at the
University of Reading. The collection consists of 10‚000 web documents
classified into ten categories of equal size‚ each containing 1‚000 web
pages7. A subset of this collection was selected‚ consisting of 4‚625
examples equally distributed into five categories (Commercial Banks‚ Java‚
Astronomy‚ Soccer‚ Sport). All the categories were divided into four disjoint
sets: one training set with 50 examples to learn the category centroids and
three test sets with 250‚ 125 and 500 examples‚ respectively‚ to validate
them. In this experimental setting‚ GAT was run for 100 generations and
only one centroid per category was selected from the last generation.

The issue of considering web pages as a whole or as four separate types
of information (URL‚ META‚ TEXT‚ LINKS) was explored using the first
test set. The different performance between a two-point crossover operator
and a simple crossover operator was explored using the second test set.

Table 2 and Table 3 show the classification performance for Test Set I
and Test Set II‚ respectively.

The columns in Table 2 and Table 3 show the values of these
measurements with three different GAT configurations: web pages as a
whole text and web pages consisting of four types of information with
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simple and two-point crossover operators. All the numerical values given in
the tables are the average result of five runs of the genetic algorithm.

As the results show‚ when the GAT is configured to consider four
different kinds of information in web documents‚ it gives a better average
performance than when it processes documents as a whole. The two-point
crossover yields a slightly better performance than the simple crossover in
both test sets. The best configuration for the algorithm therefore seems to be
the configuration that considers the types of information in each document
separately and employs the two-point crossover operator.

This configuration was used to test classification performance in Test Set
III‚ the test set with the largest number of web documents. Table 4 shows
that the system performed very well in some categories‚ and‚ on average‚ the
values of the performance measurements are quite high in all three test sets
with only 50 training examples per category.

Table 5 shows a comparison between the GAT model and a Naïve Bayes
classifier on the BankSearch collection. The training set was composed of SO
examples and the test set of 250 examples (Training Set and Test Set I). Due
to the high dimensionality of the word space‚ a dimensionality reduction
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technique selecting 20% of the best ranked words was used before applying
the Naïve Bayes classifier. Scoring words was carried out by the gain
information statistical measurement. The results obtained strengthen the
successful classification performance of the genetic-based model working on
few training documents.

6. CONCLUSIONS

A genetic algorithm for texts has been proposed for obtaining centroid
documents that describe text categories by learning those centroids and using
them to classify documents. This technique consumes little time in the
classification stage. The system requires no computations to find the
similarity between new documents and the documents stored in the
repository or the case base‚ but only to find the similarity with learned
centroids. The classification results have shown that the technique works
quite well using very few training documents and at most two centroids per
category. The classification results can even be improved by fine-tuning the
algorithm parameters and perhaps by selecting more representative training
examples.
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ODEVAL: A TOOL FOR EVALUATING RDF(S)‚
DAML+OIL‚ AND OWL CONCEPT
TAXONOMIES
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Madrid. Campus de Montegancedo sn. Boadilla del Monte‚ 28660. Madrid‚ Spain

Abstract: Ontologies implemented in RDF(S)‚ DAML+OIL‚ and OWL should be
evaluated from the point of view of knowledge representation before using
them in Semantic Web applications. Several language-dependent ontology
validation tools and ontology platforms‚ such as OilEd with FaCT‚ can be used
in order to evaluate RDF(S)‚ DAML+OIL and OWL ontologies. This paper
offers two main contributions. The first of these exams whether previous
ontology tools detect knowledge representation problems in RDF(S)‚
DAML+OIL‚ and OWL concept taxonomies. Indeed‚ such tools do not focus
on detecting inconsistencies and redundancies in concept taxonomies. The
second contribution is ODEval‚ a language-dependent tool for evaluating‚
from the point of view of knowledge representation‚ concept taxonomies in
ontologies implemented in such languages. ODEval complements previous
ontology tools when we want to evaluate RDF(S)‚ DAML+OIL‚ and OWL
concept taxonomies.

Key words: Ontology Evaluation; Ontology Tools; Concept Taxonomies

1. INTRODUCTION

Like any other resources used in software applications‚ ontology content
needs to be evaluated before (re)using it in other ontologies or applications.
Moreover‚ content evaluation as well as evaluation of the software
environments used to build ontologies are critical processes before
ontologies can be integrated in final applications.
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Ontology evaluation is a crucial activity‚ which needs to be carried out
during the whole ontology life-cycle. The goal of this evaluation is to
determine what the ontology correctly defines‚ does not define at all‚ or even
incorrectly defines. Few domain-independent methodological approaches
(Fernández-López et al.‚ 1999; Gómez-Pérez et al.‚ 2003) have been reported
for building ontologies‚ nevertheless all of them identify the need for
ontology evaluation‚ but the evaluation is performed differently in each one.

The first work on ontology content evaluation started in 1994 and in the
past three years the interest on this topic has grown. The principal efforts
were made by Gómez-Pérez (2001) and by Guarino and Welty (2000).

Along with the increasing number of ontologies implemented in the
ontology languages RDF(S)1‚ 2‚ DAML+OIL3‚ and OWL4‚ certain specialized
ontology parsers‚ namely Validating RDF Parser5‚ RDF Validation Service6‚
DAML Validator7‚ DAML+OIL Ontology Checker8‚ OWL Ontology
Validator9‚ and OWL Validator10‚ and import services within ontology
platforms‚ namely OilEd (Bechhofer et al.‚ 2001)‚ OntoEdit11‚
Protégé-200012‚ and WebODE13 have been built. These ontology tools must
be studied in order to analyze whether they detect‚ from the point of view of
knowledge representation‚ possible taxonomic problems‚ like inconsistencies
and redundancies‚ in ontologies implemented in such languages.

In (Gómez-Pérez and Suárez-Figueroa‚ 2003‚ 2004) we describe how
several ontology tools evaluate RDF(S) and DAML+OIL concept
taxonomies. In this paper we detail our study with 41 ontologies‚ which are
well-built from a syntactic point of view‚ but have inconsistencies and
redundancies in their concept taxonomies. We have parsed these ontologies
with the previous ontology parsers and have imported them into OilEd using
its import service and connecting it to the reasoning engine FaCT (Horrocks
et al.‚ 1999). It has been discovered that‚ in the majority of the experiments‚
these ontology tools do not detect the taxonomic problems identified in

1 http://www.w3.org/TR/PR-rdf-schema
2 http://www.w3.org/TR/REC-rdf-syntax/
3 http://www.daml.org/2001/03/daml+oil-walkthru.html
4 http://www.w3.org/TR/owl-ref/
5  http://139.91.183.30:9090/RDF/VRP/
6 http://www.w3.org/RDF/Validator/
7 http://www.daml.org/validator/
8 http://potato.cs.man.ac.uk/oil/Checker
9 http://phoebus.cs.man.ac.uk:9999/OWL/Validator
10 http://owl.bbn.com/validator/
11 http://www.ontoprise.de/products/ontoedit_en
12 http://protege.stanford.edu/
13 http://babage.dia.fi.upm.es/webode/
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(Gómez-Pérez‚ 2001). For this reason‚ we have built ODEval14 as a
complement to the previous ontology tools. ODEval performs syntactic
evaluation of RDF(S)‚ DAML+OIL‚ and OWL ontologies‚ and evaluates
their concept taxonomies from the point of view of knowledge
representation using the ideas proposed in (Gómez-Pérez‚ 2001).

This paper is organized as follows: section two briefly presents possible
anomalies that can appear in taxonomic knowledge; section three presents a
brief description of the RDF(S)‚ DAML+OIL‚ and OWL tools used in our
experiments; section four includes our comparative study; section 5
describes ODEval; and finally‚ we conclude with further work on evaluation.

2. EVALUATING TAXONOMIC KNOWLEDGE IN
ONTOLOGIES

Figure 1 presents a set of possible problems that can appear when
ontologists model taxonomic knowledge in ontologies (Gómez-Pérez‚ 2001).

Figure 1. Potential problems that might appear in taxonomies

In this paper we focus on the automatic detection of inconsistencies
(circularity issue and partition errors) and redundancy grammatical
problems. We postpone the analysis of the others for further works.

14 http://minsky.dia.fi.upm.es/odeval
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3. RDF(S)‚ DAML+OIL‚ AND OWL ONTOLOGY
TOOLS

Currently‚ there are several ontology parsers and ontology platforms
which can be used in order to evaluate RDF(S)‚ DAML+OIL‚ and OWL
ontologies. In this paper‚ we focus on the following ontology tools:

The ICS-FORTH Validating RDF Parser (VRP v2.5)15 analyzes‚
validates and processes RDF schemas and resource descriptions. This parser
offers syntactic validation for checking if the input namespace conforms to
the updated RDF/XML syntax proposed by W3C‚ and semantic validation
for verifying constraints derived from RDF Schema Specification (RDFS).

The W3C RDF Validation Service16 is based on HP-Labs Another RDF
Parser (ARP17)‚ which currenlty uses the version 2-alpha-1. This service
supports the Last Call Working Draft specifications issued by the RDF Core
Working Group‚ including datatypes. It offers syntactic validation for
checking if the input namespace conforms to the updated RDF/XML syntax
proposed by W3C. However‚ this service does not do any RDFS validation.

The DAML Validator18 uses the ARP parser from the Jena (1.6.1)
toolkit to create an RDF triple model from the input code being validated.
This validator offers syntactic validation for checking for namespace
problems during model creation‚ and also tests RDF resources for existence.
This tool performs semantic validation for verifying the global domain and
range constraints of the predicate.

The  DAML+OIL Ontology Checker19 is a servlet that uses the OilEd
codebase to check the syntax of DAML+OIL ontologies. This checker is a
web interface to check DAML+OIL ontologies and content using Jena. It
offers syntactic validation for checking missing definitions‚ and semantic
validation for verifying class hierarchy loops.

The  OWL Ontology Validator20 can be used to check if an ontology
conforms to a specific OWL species‚ since it validates an OWL ontology
and reports as a result the OWL language species to which the ontology
belongs: OWL Lite‚ OWL DL‚ and OWL Full. Besides‚ if requested‚ the
validator returns a description of the classes‚ properties and individuals in
the ontology in terms of the OWL Abstract Syntax.

15 http://139.91.183.30:9090/RDF/VRP/index.html
16 http://www.w3.org/RDF/Validator/
17 ARP was created and is maintained by Jeremy Carroll at HP-Labs in Bristol
18 http://www.daml.org/validator/
19 http://potato.cs.man.ac.uk/oil/Checker
20 http://phoebus.cs.man.ac.uk:9999/OWL/Validator
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The OWL Validator21 is based on the DAML Validator22 (it uses a
modified version of the Jena Toolkit). This tool is not a simple parser in the
sense that it checks OWL ontologies not only for problems related to simple
syntax errors‚ but also for other potential errors. The OWL Validator does
not aim at perfoming full reasoning or inferencing‚ but only at checking
these kinds of problems.

OilEd23 (Bechhofer et al.‚ 2001) was initially developed as an ontology
editor for OIL ontologies‚ in the context of the European IST
OntoKnowledge Project. However‚ OilEd has evolved and now is an editor
of DAML+OIL and OWL ontologies. The current version is 3.5.

OilEd can connect to any DL reasoner that uses the interface described in
the DL Implementation Group (DIG) reasoner interface (Bechhofer‚ 2002).
Currently‚ it can connect to reasoning engines such as FaCT (Horrocks et al.‚
1999) to detect inconsistencies in class taxonomies.

OilEd can import ontologies implemented in RDF(S)‚ OIL‚ DAML+OIL‚
OWL‚ and the SHIQ XML format.

4. COMPARATIVE STUDY OF RDF(S)‚ DAML+OIL‚
AND OWL ONTOLOGY TOOLS

As we said before‚ the first goal of this paper is to analyse whether tools
presented in section 3 detect problems presented in section 2.

We have built a testbed of 41 ontologies (7 in RDF(S)‚ 17 in
DAML+OIL‚ and 17 in OWL)‚ each of which implements one of the
problems presented in section 2. In the case of RDF(S) we have only 7
ontologies because partition knowledge cannot be defined in this language.
These ontologies and the results of their evaluation can be found at
http://minsky.dia.fi.upm.es/odeval. Any user can also evaluate its ontologies
in that URL‚ since the ODEval24 tool is publicly available there.

We have parsed our 41 ontologies using the ontology tools presented in
section 3. All these tools recognised the code as well formed code‚ but the
majority had problems detecting most of the knowledge representation
problems that these ontologies contained.

The results of analysing and comparing these ontology tools are shown in
table 1‚ and the symbols used in this table are the following:

21 http://owl.bbn.com/validator/
22 http://www.daml.org/validator/
23 http://oiled.man.ac.uk
24 http://minsky.dia.fi.upm.es/odeval
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The ontology tool detects the problem in this language
The ontology tool does not detect the problem in this language
The problem cannot be represented in this language
The problem can be inserted in the ontology tool‚ which detects

it when the ontology is verified
As we can see in table 125:
Circularity problems are detected by some of the ontology tools studied

in this experiment. In particular‚ VRP is able to detect circularity at
any distance in RDF(S) ontologies‚ indicating that there is a semantic
error with the following message “loop detected”. The DAML+OIL
Ontology Checker identifies circularity at any distance in
DAML+OIL ontologies‚ throwing the following warning “cycles in
class hierarchy”. And OilEd warns in its log that there are loops
(circularity problems at any distance) in RDF(S) and DAML+OIL
ontologies using this message “Cycles in class hierarchy!”. However‚
OilEd imports the ontology and shows the inconsistency.

Regarding partition errors‚ they have only been studied for DAML+OIL
and for OWL‚ since they cannot be represented in RDF(S). None of
the ontology parsers have detected partition errors with the
DAML+OIL and OWL ontologies. Common classes in disjoint
decompositions and partitions can be inserted in OilEd‚ but when we
use FaCT‚ OilEd marks in red the wrong class and shows this
message is an unsatisfiable class”.

As for grammatical redundancy problems‚ they are not detected by any
of the ontology tools studied.

25 In table 1 we use the following abbreviation:
VRP: Validating RDF Parser; RDF V. S.: RDF Validation Service; DAML V.: DAML
Validator; DAML+OIL O. C.: DAML+OIL Ontology Checker; OWL O. V.: OWL
Ontology Validator; OWL V.: OWL Validator;
R: RDF(S); D+O: DAML+OIL; O: OWL;
d. d.: disjoint decompositions; e. d.: exhaustive decompositions; p.: partitions; s-o:
subclass-of; i-o: instance-of; Dir.: Direct; Ind.: Indirect
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5. ODEVAL: A FRAMEWORK TO EVALUATE
CONCEPT TAXONOMIES

As we can see in section 4‚ only a few ontology tools are able to detect
loops in concept taxonomies in RDF(S)‚ DAML+OIL‚ and OWL ontologies.
Furthermore‚ only OilEd (connecting to the reasoning engine FaCT) is able
to identify a few of partition errors in concept taxonomies. And regarding
grammatical redundancy problems‚ none of the ontology tools detect
themConsequently‚ we have decided to build ODEval26‚ a tool for evaluating
RDF(S)‚ DAML+OIL‚ and OWL ontologies from a knowledge
representation point of view using the ideas proposed in (Gómez-Pérez‚
2001). ODEval is a complement to the previous ontology tools when we
want to evaluate RDF(S)‚ DAML+OIL‚ and OWL concept taxonomies‚ from
a knowledge representation point of view.

In this section‚ we describe the algorithms‚ based on graph theory‚ used
in ODEval to detect possible problems in ontology concept taxonomies. The
concept taxonomy will be considered as a directed graph G(V‚A)‚ where V is
a set of nodes (vertex) and A is a set of directed arcs. The elements included
in the sets V and A will be different depending on each language and on each
type of problem that we want to detect.

5.1 RDF(S) Evaluation in ODEval

In RDF(S)‚ the only primitive that can be used to express
specialization/generalization between classes is rdfs:subClassOf. We cannot
define disjoint nor exhaustive knowledge with any of the primitives of the
language. Consequently‚ the only problems that can exist in RDF(S)
ontologies are circularity and redundancy.

5.1.1 Circularity Problems

In order to detect circularity problems‚ the graph G(V‚A) will contain in V
the set of named and anonymous classes of the ontology‚ and in A the set of
all the rdfs:subClassOf relations between classes in the ontology. To detect
these problems‚ ODEval looks for cycles in the graph G.

26 http://minsky.dia.fi.upm.es/odeval
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5.1.2 Redundancy Problems

In this case, the graph G(V,A) will contain in V the set of named and
anonymous classes and instances of the ontology, and in A the set of all the
rdfs:subClassOf relations and “instance-of” relations. To detect grammatical
redundancy problems in concept taxonomies, we define the predicate
reachablesFrom(G,v,R) as the adjacent elements of the vertex v in the
transitive closure of the graph G using the arcs that belong to the relation
types set R. In other words, all the vertices for which we are able to find a
path of arches of a type that belongs to R that begins in the vertex v and ends
in each vertex For each class class_A in the set V, and for each arc in
the set A whose origin is class_A, we take out of the set A and check
whether this change affects the set of elements that are reachable from the
class_A. If there is no change, this means at least one of the is dispensable.

Formally, this can be defined as:

where is the graph G without the arc of the relation we want to check,

5.2 DAML+OIL Evaluation in ODEval

In DAML+OIL, the set V of the graph G(V,A) will contain both named
and anonymous classes, and instances (in the case of partition errors and
redundancy problems). Regarding the arcs to be included in the set A, we
will distinguish between the specialization/generalization primitives
(rdfs:subClassOf, daml:disjointUnionOf, daml:intersectionOf, and
daml:unionOf), class equivalence primitives (daml:sameClassAs and
daml.equivalentTo) and the “instance-of” relations between instances and
classes. We have not considered the primitive daml:complementOf.

5.2.1 Circularity Problems

To detect circularity problems, the set A of the graph G(V,A) will contain
specialization/generalization and class equivalence primitives. The direction
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of each arc is the same as the direction of the relation, except for
daml:unionOf and daml:disjointUnionOf, where it is the opposite.

ODEval looks for the following types of cycles in the graph G:
Mixed cycles. The arcs of these cycles contain class equivalence

relations and specialization/generalization relations. In this case, we
have found a circularity.

Equivalence cycles. All the arcs of the cycle are class equivalence
relations. In this case, we have found a redundancy problem, that is,
one of the class equivalence relations could be removed.

5.2.2 Partition Errors

5.2.2.1 Common classes and common instances in disjoint
decompositions and partitions

ODEval uses the same evaluation algorithm for these partition errors.
Detecting these errors is not as straightforward as only searching common
direct classes or instances of the concepts that form the partition, but also
recursively checking it in their subclasses.

The set V of the graph G will contain the classes (named and anonymous)
and instances defined in the ontology. The set A will not only contain the
specialization/generalization and class equivalence relations, but also arcs
that connect each instance with the class to which it belongs.

We define the predicate reachablesTo(G,v,R), which is the reverse of
reachablesFrom, that is, it changes the directions of the arcs of the directed
graph and looks for paths in the opposite direction. To know whether an
element element (class or instance) of the ontology belongs to more than one

we must check that we can only reach one of the
classes of the decomposition through the set of relations A. This is formally
defined as follows:

If we are interested in checking whether this error occurs in a disjoint
decomposition or a partition, formed by the classes

we must check that there are no common elements in two or
more branches of the partition. This can be expressed as follows:

path of a disjoint decomposition or a partition, composed by
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5.2.2.2 External classes and external instances in exhaustive
decompositions and partitions

As in the previous case, ODEval uses the same algorithm for both types
of errors and the same information is included in the sets V and A of G.

The problem that arises here, is the existence in DAML+OIL of class
equivalence relations. If the class Class_A to be checked has equivalent
classes, then each of them must be checked separately. E contains the set of
classes equivalent to the base class:

E = reachables To (G,Class _ A,{equivalentTo,sameClassAs})

We call to each of the classes that belong to this set

We also define A’ as A minus the class equivalence relations.
We can conclude that a base class Class_A has not external elements if:

The following two errors can be found with this algorithm:
Partition error. If the element is only reachable from the base
class (or its equivalents) and it is not reachable from the classes
of the decomposition. Depending on the type of the element,
class or instance, we have an external class or external instance.
Redundancy problem. If the element is reachable both from the
base class (or its equivalents) and from one of the classes of the
decomposition.

5.2.3 Redundancy Problems

Apart from the redundancy problems described in the previous sections,
we can find redundancy in the same way described with RDF(S) (section
5.1.2), using the predicate reachablesFrom(G,v,R) and detecting whether
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removing an arc from the set A implies any change in the set of elements
reachable from a vertex.

5.3 OWL Evaluation in ODEval

In OWL, the set V of the graph G(V,A) will contain both named and
anonymous classes, and instances (in the case of partition errors and
redundancy problems). Regarding the arcs to be included in the set A, we
will consider the following primitives: rdfs:subClassOf, owl:intersectionOf ,
owl:disjointWith, owl:unionOf, and the “instance-of” relations between
instances and classes.

5.3.1 Circularity Problems

To detect circularity problems, the set A of the graph G(V,A) will contain
specialization/generalization primitives. The direction of each arc is the
same as the direction of the relation, except for owl:unionOf, where it is the
opposite. ODEval looks for cycles in the graph G.

5.3.2 Partition Errors

5.3.2.1 Common classes and common instances in disjoint
decompositions and partitions

In these cases, ODEval uses the evaluation algorithm explained in section
5.2.2.1. The set V of the graph G will contain the classes (named and
anonymous) and instances defined in the ontology. The set A will not only
contain the specialization/generalization, but also arcs that connect each
instance with the class to which it belongs.

5.3.3 Redundancy Problems

We can find redundancy in the same way described with RDF(S) (section
5.1.2), using the predicate reachablesFrom(G,v,R) and detecting whether
removing an arc from the set A implies any change in the set of elements
reachable from a vertex.

6. CONCLUSIONS AND FURTHER WORK

In this paper we have shown that, in general, current ontology tools are
unable to detect possible anomalies, from a knowledge representation point
of view, in concept taxonomies in RDF(S), DAML+OIL, and OWL.
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Taking into account that: (a) only a few ontology tools are able to detect
loops in concept taxonomies in RDF(S), DAML+OIL, and OWL ontologies,
(b) only OilEd (connecting to FaCT) is able to identify a few of partition
errors in concept taxonomies, and (c) none of the ontology tools detect
redundancy problems; we considered that it was necessary to create more
advanced evaluators in order to be complement to the ontology tools studied.

Consequently, we have developed ODEval, which is a tool that evaluates
RDF(S), DAML+OIL, and OWL concept taxonomies from a knowledge
representation point of view. This tool is meant to help ontology developers
in designing ontologies, without anomalies, in such ontology languages.

We will go on working in ontology evaluation from the knowledge
representation point of view. We will extend ODEval so as to capture more
problems in concept taxonomies (such as checking that the “subclass-of”
relationships are defined between classes), relation taxonomies, etc.
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Abstract:

Key words:

This paper presents AIR - a platform for building intelligent systems. Current
IS platforms either are narrowly specialized (ontologies, expert system shells,
etc.) or have complex extension mechanisms (i.e. do not use benefits of Model
Driven Development). Based on OMG’s Model Driven Architecture and its
standards, AIR core consists of various MOF-based metamodels. Presented
metamodels are mainly intended, but not limited, to support emerging
standards related to the Semantic Web. Basing its architecture on MDA, AIR
can support metamodels of almost any domain, including non-AI related. AIR
also includes an integrated development environment for building such
systems, which is based on Eclipse. Presented platform is intended to be an
integration point of various intelligent systems and mainstream software
technologies.

AI Tools, Intelligent Systems Engineering, Software Architecture, Model
Driven Architecture, Metamodeling, XML, Eclipse

1. INTRODUCTION

The basic problem of existing environments for intelligent systems
development is their narrow specialization. Most of them are implemented to
support only initially envisioned functionalities – most often knowledge
representation and reasoning. It is perfectly right from the intelligent systems
point of view. But, real world applications and their development are rarely
clearly bordered in their scope; that’s why these applications are not enough.
It is, therefore, necessary to integrate applications that are used for
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intelligent systems development into mainstream software platforms. This
topic is going to gain more and more attention with the development of the
Semantic Web [1] and increased integration of intelligent techniques in
common information systems.

AIR is a Model Driven Architecture (MDA)-based [2] platform for
building intelligent systems. It is based on various metamodels that model
intelligent systems related domains. One of such metamodels is Ontology
Definition Metamodel (ODM) [3]. An extensible integrated development
environment based on Eclipse plug-in architecture [4] that equips AIR with
powerful base for tools with rich GUI is also included. This platform is a
part of Good-Old-AI (goodoldai.org.yu) effort in developing a platform that
will enhance intelligent systems development using Model Driven
Development (MDD) [5].

After the introduction, in section two the paper gives an overview of the
related work. Section three explains the basic idea of AIR. The importance
of metamodel as a conceptual unit in AIR is explained in section four.
Section five and six describe implementation details of metamodel-based
architecture and plug-in based architecture, respectively. Final section
contains conclusions.

2. RELATED WORK

Loom and Parka are previous well-known intelligent system
development platforms. Loom was designed to support the construction and
maintenance of “model-based” applications—Loom’s model specification
language facilitates the specification of explicit, detailed domain models,
while Loom’s behavior specification language provides multiple
programming paradigms that can be employed to query and manipulate these
models [6]. Parka and Parka-DB are frame-based AI languages/tools that
enable scaling knowledge bases up to extremely large-size applications, and
use DBMS technologies to support inferencing and data management [7].
Protégé tool is initially developed as an ontology editor, but it is act as an
extensible knowledge- and rule-based platform that integrates ontological
engineering techniques and languages (e.g. RDF, OWL) with rule-based
expert system shells (e.g. tabs for Jess, CLIPS, Algernon, Prolog, JadeJess)
[8].

The idea of developing the AIR platform emerged along with other
important research activities and results achieved by the GOOD OLD AI
group – many of the group’s activities are closely related to intelligent
system technology. and [9] have proposed a multi-layered
framework for building intelligent systems, called OBOA, which
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incorporates a number of intelligent system techniques. More recently, a
number of fuzzy logic tools have been developed in accordance with the
OBOA framework; they make the basis of the more specific Fuzzy OBOA
framework [10]. Code Tutor is a Web-based intelligent tutoring system for
fast students’ briefing in the area of radio-communication [11]. A unified
MDA-based ontology infrastructure has been defined in order to integrate
software and ontology engineering techniques [3]. JessGUI is a user-friendly
Jess-based and XML-supported environment for developing frame and rule-
based intelligent systems [12].

3. UNDERLYING SOLUTION OF AIR – THE BASIC
IDEA

In order to integrate intelligent technologies with common information
system technologies, and take such systems out of laboratories, we must
develop appropriate tools. These tools must be easy to use and powerful
enough to support creation of demanding applications. The best solutions for
such demands are tools that employ mainstream software technologies that
users are familiar with, and expand them with new functionalities. That is
the idea that is in the roots of AIR. AIR is an integrated software
environment for developing of intelligent systems that:

Is based on open standards (OMG, W3C…),
Uses existing mainstream software tools and architectures,
Is extendable and adaptable.

We could itemize more characteristics, but these three are good examples
of what AIR tries to achieve. It is clear that today’s tools must be built
according to standards if they want to succeed, so the OMG or W3C
standard compliance is a must whenever it is possible. Regarding the fact
that AIR is academic project, it is illusory to expect that it can become
serious environment if it does not use existing solutions as its base. Such
approach would depart it from its scope and route it to reinventing the wheel.
Therefore, AIR should use any existing solution that fits into its puzzle. As it
is intended to support work with new technologies that are still extremely
changeable, AIR must support easy and seamless addition of new
functionalities or replacing of existing parts with improved versions. Many
of technologies that it aims to support are still in early phase, which means
that they are frequently exposed to changes. AIR must be able to follow
these changes.

The basic structure of AIR is depicted in the block diagram shown in
Figure 1. The central part of AIR is a model base. First of all, it includes
models of intelligent systems domains, but also models of any domain that is
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of interest. Currently, model base is implemented as a Meta-Object Facility
(MOF)-based metadata repository [13] [14]. It contains MOF-based
metamodels and models that are the core of AIR. AIR must have a
mechanism that enables the exchange of contained data with other
applications. This is achieved through MOF XML Metadata Interchange
(XMI) format, based on XML. Such format also enables easier integration
into Web.

Figure 1 - Basic structure of AIR

The other important part of AIR is an integrated development
environment that provides a rich GUI for manipulation with models – AIR
Workbench. This part of AIR implementation is based on Eclipse platform.
Model base can be also reached from numerous tools that are not a part of
GUI – agents, analysis tools, utilities, etc.
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4. METAMODEL - THE CONCEPTUAL BUILDING
BLOCK OF AIR

AIR should be able to model a large number of domains. The real world
consists of infinite number of concepts and facts that we are trying to
describe using some models. Models are described using metamodels,
models of models [15]. Modeling and metamodeling are well-known terms
in software engineering, and standardization in that field recently started to
gain more attention. AIR uses four-layer MOF-based metamodeling
architecture according to OMG’s MDA standards. Basic metamodels that
AIR uses and their place in this architecture are shown in Figure 2.

Figure 2 - AIR Metamodels

In the center of this architecture is Meta Object Facility (MOF), a meta-
metamodel used for modeling of all metamodels. Beside Unified Modeling
Language (UML) and Common Warehouse Metamodel (CWM),
metamodels usual in such architecture, important metamodels are Ontology
Definition Metamodel (ODM) and Rule Definition Metamodel (RDM). For
more specific purposes, such as Petri nets, fuzzy logic, neural nets,
specialized metamodels can be included. Such metamodels should be added
only if existing, models, ODM for instance, lack support for some of wanted
features.
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The basic building block of AIR is a metamodel. Metamodel enables
some problem domain to be described, e.g. it supports creation of models
that describe certain specific problems in that domain. The place of certain
metamodel in four-layer MDA architecture and accompanying elements are
shown in figure 3.

Figure 3 - Custom Metamodel and UML Profile

Metamodel is described by MOF, and it is on M2 (metamodel) layer. To
utilize widespread UML tools support, corresponding UML profile can be
added. UML Profile is an expansion of UML metamodel in a standard way
that enables UML to support new concepts. It is possible to add mappings to
other UML profiles or metamodels, which enables several kinds of models
to be used to model one problem, where each model kind is capable of
capturing some specific details of that problem.

5. IMPLEMENTATION OF MOF-BASED
ARCHITECTURE

The MOF Specification [13] defines an abstract language and a
framework for specifying, constructing, and managing technology neutral
metamodels. It also defines a framework for implementing repositories that
hold metadata (e.g., models) described by metamodels. Standard technology
mappings are used to transform metamodels into metadata API, giving the
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framework an implementation. Figure 4 shows an overview of a MOF
repository and its implementation in Java platform.

Figure 4 - Repository implementation on Java platform

A conceptual view of a MOF-based repository is shown in the center of
Figure 4. It reflects MDA four-layer MOF-based architecture [2]. The MOF
metamodel is used as a meta-metamodel, which describes all other
metamodels (including MOF itself and UML). Custom metamodels can
define mappings to UML, supported by UML profiles, which enables them
to use UML tools support.

OMG (Object Management Group) defines a standard format for
platform independent metadata interchange XML Metadata Interchange
(XMI). It serializes MOF-based metamodels and models into plain text
(XML), which enables such data to be exchanged in a standard way, and to
be read by any platform-specific implementation.

Java repository implementation is based on Java Metadata Interchange
(JMI) [14], a Java metadata API. Based on any MOF-based metamodel
(serialized to XMI), JMI-compliant metamodel-specific JMI interfaces can
be generated. These interfaces are used to access Java metadata repository,
which is implemented by Java classes. All data from repository can be
serialized into XMI and then exchanged with other repositories, regardless
of their implementation. It is only required that they support MOF-based
metadata (i.e. that they can “understand” MOF XMI format).

The reference implementation for JMI metadata repository is Unisys’
CIM (www.unisys.com), but it seems that it has not been updated recently.
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The other implementation is NetBeans MDR (mdr.netbeans.org), a part of
open source NetBeans project. It is used by AIR as a metadata repository
due to its generic implementation of JMI interfaces and frequent
improvements and development. NetBeans MDR implements JMI interfaces
in a generic way, so any metamodel can be loaded from XMI and instantly
implemented using Java reflection.

6. IMPLEMENTATION OF PLUG-IN
ARCHITECTURE

AIR Workbench should provide various tools with rich GUI that makes
AIR user friendly. This workbench is built on top of Eclipse plug-in
architecture and Eclipse IDE (www.eclipse.org), today’s leading extensible
platform [4]. The main difference between Eclipse and other extensible IDEs
is that Eclipse consists entirely of plug-ins that work on a tiny platform
runtime, whereas other IDEs are monolithic tools with some extensions.
Thus, Eclipse core plug-ins are of equal importance as any other plug-in,
including AIR plug-ins. Figure 5 depicts Eclipse-based AIR plug-in
architecture.

Figure 5 - Eclipse-based AIR plug-in architecture

The ground of this architecture is Eclipse platform. Although only the
Eclipse Core is mandatory, there is no reason not to utilize Eclipse UI (SWT,
JFace, and Workbench), help and team support, so they are not discarded.
Using the whole Eclipse IDE, AIR adds MDR and Intelligent Systems
related plug-ins. Some of basic AIR plug-ins include those that are related to
generic MDR support (AIR Framework, AIR NetBeans MDR, AIR MDR
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Core), particular metamodel support (ODM, RDM, UML, CWM, etc.), or
GUI-related (AIR MDR Explorer). These plug-ins are added as extensions to
extension points defined by plug-ins that are part of Eclipse IDE. Being
equalitarian with Eclipse plug-ins, AIR plug-ins also extend each other and
offer future plug-ins to extend them. MOF Model package appearance in
AIR MDR Explorer is shown in picture 6.

Figure 6 MOF Model in AIR MDRExplorer

This Explorer depicts MOF-based models and metamodels and serves as
a starting point for model manipulation. Selecting any element, user can
reach menus specific for that element and raise various actions. These
actions span from usual actions (instantiating, deleting, viewing properties
etc.) to more specific (opening various metamodel specific editors, starting
transformations etc.). According to Eclipse architecture, these menus can be
easily extended with new items that raise new actions.

7. CONCLUSIONS

The platform for building intelligent systems defined in this paper is in
accordance with the OMG’s Model Drive Architecture. Its core is based on
various MOF-based metamodels that enable modeling of many domains
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related to intelligent systems, but not limited to them. An implementation of
metadata repository is based on NetBeans MDR. To provide an extensible
user-friendly GUI, AIR includes an Extensible IDE based on Eclipse. Due to
the fact that AIR is based on open standards and mainstream software
technologies, it can bring intelligent systems closer to common users and
applications.Future developments of proposed platform include defining of
various metamodels that are of interest for intelligent systems and
corresponding tools that use them. Parts of AIR that support metadata
repository and extensible IDE should be also improved to offer better
stability and richer functionality.
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Abstract:

Key words:

This paper introduces SwissAnalyst, a complete Data Mining environment
powered by Weka. SwissAnalyst was developed as an intuitive process layer,
which offers all necessary features to place it on par, in terms of functionality,
with most major commercial Data Mining software packages. As GNU GPL
software, SwissAnalyst offers a license-free platform to develop both proofs of
concept for potential business users and complex process-driven solutions for
researchers.

Data Mining, KDD Process, GNU software, Graphical User Interface

1. INTRODUCTION

Data Mining techniques, especially machine learning, have only recently
come out of the research labs and the past few years have seen a
proliferation of commercial Data Mining (DM) software packages. These
packages, for the most part, essentially wrap a varying number of public
domain (i.e., freely available) components or algorithms (sometimes re-
implemented with rather small proprietary extensions) in an user-friendly
graphical interface.

Although such tools seemingly make DM technology more readily
available to non-expert end-users, they tend either to provide only limited
functionality (e.g., few pre-processing facilities, only decision tree induction,
etc.) or to come with a non-negligible price-tag, which is generally perceived
as an expensive entry ticket for those “would-be adopters” who might just
wish to first “peek through the fence” before committing more seriously to
the technology.
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The challenge with having high DM functionality at low cost, however,
is in the expertise required to use and orchestrate the heterogeneous set of
raw, public domain versions of algorithms. One of the most significant
attempts at meeting this challenge is the recent development (and continuous
improvement) of the Weka tool (Witten and Frank, 2000). Under its GNU
General Public License (GPL), Weka makes freely available a large
collection – probably the richest of its kind – of DM algorithms (pre-
processing, classification, association, clustering and visualization). The
success of Weka is evident in a recent survey, which suggested that it was
the second most regularly used DM tool, after SPSS Clementine and before
SAS Enterprise Miner (KDnuggets Poll, 2002a).

Satisfied with this popularity, we wanted to leverage Weka’s rich
functionality while extending it with a process-supporting tier to facilitate
the development of more complex data mining projects, and offer an
intuitive platform to develop real case studies or proofs of concept for
potential industrial users, with no license fees.

The resulting system, SwissAnalyst – powered by Weka, thus addresses
both the needs of business users who want to explore/demonstrate DM
technology, as well as those of researchers wishing to have more support for
the overall process of DM.

Although not currently as graphically-rich, SwissAnalyst includes most
features necessary to offer as much functionality and process support as the
best available commercial packages (Giraud-Carrier and Povel, 2003). As
GNU GPL software written in Java, it is distributed freely and can easily be
extended. This short paper details and illustrates the key features of
SwissAnalyst.

2. RELATED WORK

Although most data mining algorithms belong to the public domain, there
are ironically very few freeware (i.e., GNU GPL) DM tools or packages. To
the best of our knowledge, there are only three (with the exclusion of Weka
itself) at the time of this writing:

YALE (Ritthoff, 2001; Fischer, 2002)
XELOPES (Thess and Bolotnikov, 2003)
Orange (Zupan and Demsar, 2003)
YALE is similar in essence to SwissAnalyst, in that it was also designed

to specify and execute (although with a somewhat different approach)
complex learning chains for pre-processing as well as multi-strategy
learning. In addition, the latest version of YALE comes with an “interface”
to Weka thus allowing users to leverage all of Weka’s algorithms. There are
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two main differences, however, between YALE and SwissAnalyst. On the
one hand, YALE lifts the requirement that all data fit in main memory, thus
ensuring scalability, whilst SwissAnalyst inherits that limitation of Weka.
On the other hand, YALE has no graphical user interface and all projects
must be specified directly in XML, whereas SwissAnalyst produces XML
from (semi) “graphical specifications,” thus increasing usability.

XELOPES is a rich, PMML-compliant, open library for embedded data
mining. It has a connector to Weka and is easily extensible with custom-
defined classes. XELOPES does include a graphical user interface, but its
purpose is “not to provide a professional Data Mining tool but to explore the
usage of the XELOPES library.” (Thess and Bolotnikov, 2003, p. 210). The
interface organizes information around a static schema for creating and
applying algorithms, and does not directly support the notions of process
flow and learning streams, as does SwissAnalyst.

Much like XELOPES, Orange is component-based, making available for
integration in other applications a number of data mining techniques.
Although currently far more restricted in functionality than SwissAnalyst,
the work on Orange, with its Widgets, is another attempt at offering explicit
DM process support.

Finally, we note that concurrent to, but independent of, the development
of SwissAnalyst, the Weka team has also been improving its software
(Version 3.4.1 at the time of writing), particularly with respect to
visualization capabilities and an attractive “Knowledge Flow GUI” for
graphical programming. This latter addition to Weka is very much in the
same spirit as SwissAnalyst.

3. KEY FEATURES OF SWISSANALYST

This section gives a short account of the most practitioner-relevant
features of SwissAnalyst:

Process-oriented view
Support for multiple streams
XML save/reload
Enhanced data exploration
Improved results section
Model pre-selection
Enhanced pre-processing
Wherever applicable, illustrative screenshots are included. Familiarity

with Weka is assumed.
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3.1 Process-oriented View

Since Data Mining is a process, it seems only natural that DM software
should explicitly support that process. Several process models, such as
CRISP-DM (SPSS, 2000) and SEMMA (SAS, 1998), have recently been
developed. Although each sheds a slightly different light on the DM process,
their basic tenets are the same. A recent survey suggests that the most widely
used methodology is CRISP-DM (KDnuggets Poll, 2002b).

SwissAnalyst organizes information on the screen in such a way that the
entire process, inspired by CRISP-DM, is set out clearly and that it supports
naturally the flow of activities within this process, as shown in Figure 1.

Figure 1. SwissAnalyst’s Screen Layout

The five panels on the left-hand side correspond roughly to the standard
activities of the DM process comprised between Business Understanding
and Deployment:

Data Sources: locating, loading and browsing datasets
Pre-processing: defining and applying various transformations to the data
Data Exploration: statistics, warnings and data visualization
Model Definition: defining and executing various mining models
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Trained Models: evaluating models and applying them to new data
All menus are context-sensitive and accessible through right-mouse

clicks over any object in the interface. For each section or object selected in
a section, right-clicking presents the list of operations available for that
section or object, as illustrated in Figures 2 and 3.

Figure 2. Context-sensitive Menus – Data Sources

Figure 3. Context-sensitive Menus – Model Definitions

This simple design decision ensures that the interface consistently shows
the right information at the right time, and applies the selected operation to
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the intended object. A similar result is achieved in Weka’s new Knowledge
Flow GUI, where sets of operations are listed as icons under context-
sensitive tabs.

3.2 Support for Multiple Streams

Typical DM projects are experimental in nature and thus require the
ability to support multiple data or execution flows for analysis and
comparison. SwissAnalyst allows complex projects to be defined that
incorporate many data sources and operations, and various process flows
between them.

Streams (or learning chains) thus defined are context-sensitive so that
whenever any component of a stream is selected, the entire stream is
highlighted on screen as shown in Figure 4.

Stream highlighting provides the user with a simple visual cue as to the
overall process. Note also that although default unique names are
automatically created by SwissAnalyst for objects (see, for example, the
Data Exploration panel in Figure 4), these can easily be changed by double-
clicking the objects.

Furthermore, comments may be attached to all steps, thus allowing the
user to record specific insight or clarification. Comment fields are absent
from most DM software, yet they often prove essential in documenting the
DM process, facilitating maintenance (changes to models, etc.) and
knowledge transfer.

A small note on streams involving more than one pre-processing step is
worth making. Although one is indeed able to apply pre-processing to a pre-
processed step (i.e., some object in the Pre-processing panel), one should
avoid doing so as only one object can be highlighted in the top-level stream.
Hence, only one (here, the last one) of the pre-processing steps will be
highlighted. Instead, one should use a single pre-processing step and edit it
at will since each pre-processing step is essentially a sub-stream. There is
nothing to be gained in functionality in having more than one pre-processing
steps, since they are linked sequentially anyway, which can be handled at the
sub-stream level (see Section 3.7).

3.3 XML Save / Reload

Complete projects, including induced mining models, are saved in XML
format for ease of re-use and communication with other applications. Hence,
models can be defined, trained and saved for later application to new
datasets (e.g., unlabeled data to produce predictions).
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Figure 4. Data Mining Streams
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The following is an excerpt from a sample XML project file.

Once a model is trained/saved, it can be executed or applied to any
compatible dataset. Such an execution produces a dataset (in the Data
Sources panel) equivalent to the original one with two additional columns,
one for the predicted values and one for the corresponding confidences in
those predictions. Using the Pre-processing capabilities of SwissAnalyst, it
is then easy to extract useful actionable data, such as: all records (or
adequate projections thereof) predicted as some value with a confidence
level above some threshold (e.g., names and addresses of all prospects
predicted to respond with a confidence higher than 85%).

3.4 Enhanced Data Exploration

When a dataset is loaded into SwissAnalyst (and whenever it is later
selected in the Data Sources panel), a “data dump” of about 50
instances/records is automatically displayed on screen (in tabular form) so
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that users may get a quick and intuitive feel for the data. It is also possible to
view the entire dataset.

Further data exploration is accessible via a sub-menu when selecting any
dataset, either in the Data Sources panel or the Pre-processing panel, and
results are stored in the Data Exploration panel.

In addition to providing detailed data statistics and a simple bar-chart-
like viewer for value distributions, SwissAnalyst can automatically warn the
user of pathological attributes, such as single-valued attributes, keys,
attributes with a high proportion of missing values, etc. This information,
summarized on a single report, shown in Figure 5, is useful in the data
preparation phase of the DM process for the correct handling of such
attributes (e.g., ignore, fill-in missing values, etc.).

Figure 5. Field Pathology Report

3.5 Improved Results Section

The output/results section of Weka has been re-organised and enhanced.
Results have been split into five categories:

Basics : provides general information about the model, the data mining
stream and any associated comments.
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Model: describes the induced model (e.g., text-based representation of
decision tree, list of associations), including graphical representations
when applicable (e.g., J4.8).
Statistics: presents the model’s statistics (i.e., confusion matrix, etc.).
Graphs: displays response, lift and gain charts as well as ROC curves for
all class values.

Comparison: displays a 3-column table, which, for each instance of the
test set, shows the actual class value, the predicted class value and the
confidence in the prediction.
Some of these categories are disabled for certain types of mining

algorithms (e.g., there are no graphs when performing clustering).
Figure 6 gives an illustration of the results section, with the graphs

category selected. All graphs can be printed easily by right-clicking the
mouse.

Figure 6. Results Section

Although Weka does offer support for some visualization/graphs (e.g.,
ROC curve), results are only displayed for one class value at a time,
requiring the user to go back to the main window to select another class
value, and opening a new window for the display. SwissAnalyst allows users
to view the ROC curve of each class value simply by selecting the class
value from a drop-down list in the graphs section.
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Furthermore, from the same interface and with a similar drop-down list
mechanism, SwissAnalyst displays response charts, as well as lift and gain
charts.

3.6 Model Pre-selection

To assist novice users and avoid the unnecessary generation of error
messages, SwissAnalyst implements a simple pre-selection scheme for
classification algorithms.

Based on the features’ types for a given data source, SwissAnalyst
displays only those classification algorithms that are applicable (e.g., if the
class attribute is continuous, then ID3 is not shown as an option). Figure 7
shows an example, where input features are of mixed types and the class is
continuous.

Figure 7. Model Pre-selection

Note that the pre-selection dynamically adapts as the user selects the type
of mining model, the data source to operate on and the field to predict when
applicable.

More sophisticated pre-selection mechanisms, such as the ontology-
based approach of IDEA (Bernstein et al. 2002) or METAL’s meta-learning
approach (Farrand, 2002), both of which implemented in Weka, can easily
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be added. Such mechanisms further assist users in selecting and combining
DM operators most suitable to a particular task and objective.

3.7 Enhanced Pre-processing

As in Weka, the pre-processing phase of the DM process in Swiss Analyst
allows users to apply more than one pre-processing algorithms to the
selected data source, thus creating a kind of pre-processing sub-stream.
Elements of such substreams can not only be added and removed, but
modified and re-ordered at will.

Figure 8 shows a simple sub-stream with two pre-processing tasks, an
instance selection step, which filters instances based on some condition
(generally based on the value of some attribute), and an attribute selection
step, which removes specific attributes from the analysis.

Figure 8. Pre-processing Sub-stream

Note that the “Easy Field Selection” tab allows users to quickly perform
manual attribute selection (select/de-select) by clicking on individual
attributes.

Pre-processing algorithms, known as filters in Weka, often apply to one
or more attributes. These are specified by their index value. Historically,
filters have been added to Weka from varying sources so that there is no
standard indexing schemes, some filters assuming that index values start at 0
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and others at 1. SwissAnalyst rectifies this by allowing uniform indexing,
starting numbering at 1. Furthermore, to avoid confusion, all index values
are automatically re-calculated when attributes are selected/de-selected by
the user.

The AttributeSelectedClassifier and the FilteredClassifier of Weka have
been purposely removed as they can be reconstructed more naturally and in
line with the DM process by applying first a pre-processing task (i.e.,
attribute selection or an arbitrary filter) and then a mining algorithm.

4. OBTAINING SWISSANALYST

Instructions to download SwissAnalyst may be obtained from
datamining@elca.ch. Installation only requires the decompression of the
archive to any directory and execution of the accompanying script file.
SwissAnalyst has been successfully tested on both PC Windows and Unix
platforms.

SwissAnalyst, powered by Weka, is also distributed as GNU GPL
software. We will continue to improve it and encourage others to do
likewise. No claim is made that the current version is either bug-free or DM
panacea. It simply provides a clear process-oriented wrapper for Weka’s
functionality and offers a reasonable platform for further development.

5. CONCLUSION

This short paper describes SwissAnalyst, a complete process-driven DM
environment powered by Weka.

We contend that SwissAnalyst includes enough functionality and process
support, with an intuitive graphical user interface, to make it attractive for
(license-free) business proofs of concept as well as for advanced research
purposes. Its open source character facilitates future enhancements, based on
experience. Our own work will focus on:

Extending data exploration with additional information, flexibility and
advice.

Improving user support by combining IDEA (Bernstein et al., 2002) and
an incremental form of the METAL advice strategy (METAL, 2002).

Adding further model visualization tools.
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Abstract: Petroleum reservoir characterization is one of the most difficult and
challenging tasks of the exporation of petroleum industry and usually a long
and costly procedure. This paper proposes a novel kind of patterns for the
classification over quantitative well logging data, which is called MOUCLAS
(MOUntain function based CLASsification) Patterns, based on the concept of
the fuzzy set membership function which gives the new approach a solid
mathematical foundation and compact mathematical description of classifiers.
It integrates classification, clustering and association rules mining to identify
interesting knowledge in the well logging database. The aim of the study is the
use of MOUCLASS patterns to interpret the pay zones from well logging data
for the purpose of reservoir characterization. This approach is better than
conventional techniques for well logging interpretation that require a precise
understanding of the relation between the well logging data and the underlying
property of interest.

Keywords: Data Mining, MOUCLAS Pattern, Petroleum Reservoir Characterization

1. INTRODUCTION AND MOTIVATION

Well logging data analysis, a geophysical prospecting technique, plays an
essential role in petroleum exploration and exploitation. It is used to identify
the pay zones of gas or oil in the reservoir formations1. The techniques of
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processing the huge databases such as well logging data is one of the main
paths to increase and optimize production of oil and gas reservoirs. Accurate
reservoir characterization through data analysis of well logging is an
essential step in reservoir modeling & management and production
optimization.

Three main types of well logging quantitative data, which are electrical,
nuclear and acoustic data, can be collected by specific instruments lowering
in the well borehole at different depth intervals. Then, the well logging
interpreter analyzes the acquired data in order to recover the petrophysical
parameters of formations across the borehole, such as porosity, permeability,
lithology, grain size, amount of clay, water saturation, etc. Next, all these
above findings are used for reservoir characterization so as to evaluate the
reservoir formation2. A large number of techniques have been introduced in
order to establish an adequate interpretation model for the petrophysical
parameters of formations over the past fifty years, such as the determination
of permeability3.

In recent years the petroleum industry has witnessed a massive explosion
in the volume and dimensions of data. It is caused by increased sampling
rate, longer record acquisition, multi-component surveys, 4-D seismic, etc4.
Thus we need efficient techniques to process such large databases. Beside
the above conventional empirical and statistical techniques, data mining
techniques have gained much attention since they can be an innovative
option for well logging data analysis for the purpose of reservoir
characterization and help identify the most information rich part of the large
and high dimensional data sets.

Data mining based classification aims to build accurate and efficient
classifiers not only on small data sets but more importantly also on large and
high dimensional data sets, while the widely used traditional statistical data
analysis techniques are not sufficiently powerful for this task5, 6. With the
development of new data mining techniques on association rules, new
classification approaches based on concepts from association rule mining are
emerging. These include such classifiers as ARCS7, CBA8, LB9, CAEP10,
etc., which are different from the classic decision tree based classifier C4.511

and k-nearest neighbor12 in both the learning and testing phases.
ARCS7 demonstrated the successful application of concepts of clustering

for the purpose of classification. However, ARCS is limited to 2D-rules
based classifiers of the format where A and B are two
predicates. It uses the method of “Binning” to discretize the value of
quantitative attributes. Consequently, the accuracy of ACRS is strongly
related to the degree of discretization used. A non-grid-based technique13 has
been proposed to find quantitative association rules that can have more than
two predicates in the antecedent. The authors noticed that the information
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loss caused by partitioning could not be ignored and have tried to employ a
measure of partial completeness to quantify the information lost, but the
measure is still constrained by the framework of binning. Though there are
several excellent discretization algorithms14, 15, a standard approach to
discretization has not yet been developed. Different approaches could lead
to different collections of large itemsets even with respect to the same
support threshold in a given data set. ARCS and the non-grid-based
technique lead to research question 1 addressed: “Is it possible that an
association rule based classifier can be developed for quantitative attributes
by the concepts of clustering which can overcome the limitation caused by
the discretization method? ” CBA8 gives us an interesting indication that the
idea of apriori property can be applied to a set of predicates (itemsets) for
classification. Suppose an association rule based classifier in the form of

where are predicate variables, is the
class label, the antecedent of the rule is a frequent itemset. This raises
question 2: “If an association rule based classifier can be built based on the
concept of clustering, is it possible that a link between CBA and ARCS can
be found so that an association rule based classifier with any number of
predicates in the antecedent can be setup by clustering? ”

The above research issues establish a challenge that comes within our
research focus. In this paper, we present a new approach to the classification
over quantitative data in high dimensional databases, called MOUCLAS
(MOUntain function based CLASsification), based on the concept of the
fuzzy set membership function. It aims at integrating the advantages of
classification, clustering and association rules mining to identify interesting
patterns in selected sample data sets.

2. PROBLEM STATEMENT

We now give a formal statement of the problem of MOUCLAS Patterns
(called MPs) and introduce some definitions. The MOUCLAS algorithm,
similar to ARCS, assumes that the initial association rules can be
agglomerated into clustering regions, while obeying the anti-monotone rule
constraint. Our proposed framework assumes that the training dataset D is a
normal relational set, where transaction Each transaction d  is
described by attributes The dimension of D  is l,  the number of
attributes used in D. This allows us to describe a database in terms of
volume and dimension. D can be classified into a set of known classes Y,

 The value of an attribute must be quantitative. In this work, we treat all
the attributes uniformly. We can treat a transaction as a set of (attributes,
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value) pairs and a class label. We call each (attribute, value) pair an item. A
set of items is simply called an itemset.

Since CBA indicates the feasibility of setting up a link between
association rule and classification and ARCS proves that the idea of
designing a classification pattern based on clustering can work effectively
and efficiently, we design a MOUCLAS Pattern (so called MP) as an
implication of the form:

where is a cluster of D, t = 1  to m, and y is a class label. The
definitions of frequency and accuracy of MOUCLAS Patterns are defined as
following: The MP satisfying minimum support is frequent, where MP has
support s if s% of the transactions in D belong to and are labeled
with class y. The MP that satisfies a pre-specified minimum confidence is
called accurate, where MP has confidence c if c% of the transactions
belonging to are labeled with class y.

Though framework of support – confidence is used in most of the
applications of association rule mining, it may be misleading by identifying
a rule as interesting, even though the occurrence of A may not imply
the occurrence of B. This requires a complementary framework for finding
interesting relations. Correlation16 is one of the most efficient interestingness
measures other than support and confidence. Here we adopt the concept of
reliability17 to describe the correlation. The measure of reliability of the
association rule can be defined as:

Since R is the difference between the conditional probability of B given
A and the unconditional of B, it measures the effect of available information
of A on the probability of the association rule. Correspondingly, the greater
R is, the stronger MOUCLAS patterns are, which means the occurrence of

more strongly implies the occurrence of y. Therefore, we can
utilize reliability to further prune the selected frequent and accurate and
reliable MOUCLAS patterns (MPs) to identify the truly interesting MPs and
make the discovered MPs more understandable. The MP satisfying
minimum reliability is reliable, where MP has reliability defined by the
above formula.

Given a set of transactions, D, the problems of MOUCLAS are to
discover MPs that have support and confidence greater than the user-
specified minimum support threshold (called minsup)18, and minimum
confidence threshold (called minconf)18 and minimum reliability threshold
(called minR) respectively, and to construct a classifier based upon MPs.
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3. THE MOUCLAS ALGORITHM

The classification technique, MOUCLAS, consists of two steps:
1. Discovery of  frequent, accurate and reliable MPs.
2. Construction of a classifier, called De-MP, based on MPs.

The core of the first step in the MOUCLAS algorithm is to find all
cluster_rules that have support above minsup. Let C denote the dataset D
after dimensionality reduction processing. A cluster_rule represents a MP,
namely a rule:

where cluset is a set of itemsets from a cluster y is a class
label, The support count of the cluset (called clusupCount) is the
number of transactions in C that belong to the cluset. The support count of
the cluster_rule (called cisupCount) is the number of transactions in D that
belong to the cluset and are labeled with class y. The confidence of a
cluster_rule is (cisupCount / clusupCount) × 100%. The support count of the
class y (called clasupCount) is the number of transactions in C that belong to
the class y. The support of a class (called clasup) is (clasupCount / |C |) ×
100%, where | C | is the size of the dataset C.

Given a MP, the reliability R can be defined as:

The traditional association rule mining only uses a single minsup in rule
generation, which is inadequate for many practical datasets with uneven
class frequency distributions. As a result, it may happen that the rules found
for infrequent classes are insufficient and too many may be found for
frequent classes, inducing useless or over-fitting rules, if the single minsup
value is too high or too low. To overcome this drawback, we apply the
theory of mining with multiple minimum supports19 in the step of
discovering the frequent MPs as following.

Suppose the total support is t-minsup, the different minimum class
support for each class y, denoted as can be defined by the formula:

where freqDistr(y) is the function of class distributions. Cluster_rules
that satisfy  are called frequent cluster_rules, while the rest are called
infrequent cluster_rules. If the confidence is greater than minconf, we say
the MP is accurate.

The first step of MOUCLAS algorithm works in three sub-steps, by which
the problem of discovering a set of MPs is solved:
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Algorithm: Mining frequent and accurate and reliable MOUCLAS
patterns (MPs)

Input: A training transaction database, D; minimum support threshold
minimum confidence threshold (minconf); minimum reliability

threshold (minR)
Output: A set of frequent, accurate and reliable MOUCLAS patterns

(MPs)
Methods:
(1) Reduce the dimensionality of transactions d, which efficiently

reduces the data size by removing irrelevant or redundant attributes (or
dimensions) from the training data, and

(2) Identify the clusters of database C for all transactions d after
dimensionality reduction on attributes in database C, based on the
Mountain function, which is a fuzzy set membership function, and specially
capable of transforming quantitative values of attributes in transactions into
linguistic terms, and

(3) Generate a set of MPs that are both frequent, accurate and reliable,
namely, which satisfy the user-specified minimum support (called ),
minimum confidence (called minconf) and minimum reliability (called
minR) constraints.

In the first sub-step, we reduce the dimensionality of transactions in order
to enhance the quality of data mining and decrease the computational cost of
the MOUCLAS algorithm. Since, for attributes  , j=1 to l in database, D,
an exhaustive search for the optimal subset of attributes within possible
subsets can be prohibitively expensive, especially in high dimensional
databases, we use heuristic methods to reduce the search space. Such greedy
methods are effective in practice, and include such techniques as stepwise
forward selection, stepwise backward elimination, combination of forwards
selection and backward elimination, etc. The first sub-step is particularly
important when dealing with raw data sets. Detailed methods concerning
dimensionality reduction can be found in some papers20-23.

Fuzzy based clustering is performed in the second sub-step to find the
clusters of quantitative data. The Mountain-climb technique proposed by R.
R. Yager and D. P. Filev24 employed the concept of a mountain function, a
fuzzy set membership function, in determining cluster centers used to
initialize a Neuro-Fuzzy system. The substractive clustering technique25 was
defined as an improvement of Mountain-climb clustering. A similar
approach is provided by the DENCLUE algorithm26, which is especially
efficient for clustering on high dimensional databases with noise. The
techniques of Mountain-climb clustering, Substractive clustering and
Denclue provide an effective way of dealing with quantitative attributes by
mountain functions (or influence functions), which has a solid mathematical
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foundation and compact mathematical description and is totally different
from the traditional processing method of binning. It offers us an opportunity
of mining the patterns of data from an innovative angle. As a result, question
1 presented in the introduction can now be favorably answered.

The observation that, a region which is dense in a particular subspace
must create dense regions when projected onto lower dimensional subspaces,
has been proved by R. Agrawal and his research cooperators in CLIQUE27.
In other words, the observation follows the concepts of the apriori property.
Hence, we may employ prior knowledge of items in the search space based
on the property so that portions of the space can be pruned. The successful
performance of CLIQUE has again proved the feasibility of applying the
concept of apriori property to clustering. It brings us a step further towards
the solution of problem 2, that is, if the initial association rules can be
agglomerated into clustering regions, just like the condition in ARCS, we
may be able to design a new classifier for the purpose of classification,
which confines its search for the classifier to the cluster of dense units of
high dimensional space. The answer to question 2 can contribute to the third
sub-step of the MOUCLAS algorithm to the forming of the antecedent of
cluster_rules, with any number of predicates in the antecedent. In the third
sub-step, we identify the candidate cluster_rules which are actually frequent
and accurate and reliable. From this set of frequent and accurate and
reliable cluster_rules, we produce a set of MPs.

Figure 1: The First Step of the MOUCLAS Algorithm
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Let I be the set of all items in D, C be the dataset D after dimensionality
reduction, where transaction contains a  k-itemset. Let E denote
the set of candidates of cluster_rules, where and F denote the set of
frequent cluster_rules. The first step of the MOUCLAS algorithm is given in
Figure 1.

The task of the second step in MOUCLAS algorithm is to use a heuristic
method to generate a classifier, named De-MP, where the discovered MPs
can cover D and are organized according to a decreasing precedence based
on their confidence and support. Suppose R be the set of frequent, accurate
and reliable MPs which are generated in the past step, and
denotes the default class, which has the lowest precedence. We can then
present the De-MP classifier in the form of

where to if and
cluset of
The second step of the MOUCLAS algorithm also consists of three sub-

steps, by which the De-MP classifier is formed:
Algorithm: Constructing De-MP Classifier
Input: A training database after dimensionality reduction, C; The set of

frequent and accurate and reliable MOUCLAS patterns (MPs)
Output: De-MP Classifier
Methods:
(1) Identify the order of all discovered MPs based on the definition of

precedence and sequence them according to decreasing precedence order.
(2) Determine possible MPs for De-MP classifier from R following the

descending sequence of MPs.
(3) Discard the MPs which cannot contribute to the improvement of the

accuracy of the De-MP classifier and keep the final set of MPs to construct
the De-MP classifier.

In the first sub-step, the MPs are sorted in descending order, which has
the training transactions surely covered by the MPs with the highest
precedence when possible in the next sub-step. The sort of the whole set of
MPs is performed following the definition of precedence:

Given two MPs, we say that has a higher precedence than
denoted as

if it holds that: the confidence of  is greater than
that of or if their confidences are the same, but the support of is
greater than that of or if both the confidences and supports of and

are the same, but is generated earlier than
In the second sub-step, we test the MPs following decreasing precedence

and stop the sub-step when there is no rule or no training transaction. For
each MP, we scan C to find those transactions satisfying the cluset of the
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MP. If the MP can correctly classify one transaction, we store it in a set
denoted as L. Those transactions satisfying the cluset of the MP will be
removed from C at each pass. Each transaction can be identified by a unique
ID. The next pass will be performed on the remaining data. A default class is
defined at each scan, which is the majority class in the remaining data. At
the end of each pass, the total number of errors that are made by the current
L and the default class are also stored. When there is no rule or no training
transaction left, we terminate this sub-step. After this sub-step, every MP in
L can correctly classify at least one training transaction in C.

In the third sub-step, though we would like to find as many MPs as
possible to give good coverage of the training transactions in the second sub-
step, we prefer strong MPs which have relatively high support and
confidence, due to their characteristics of corresponding to larger coverage
and stronger differentiating power. Meanwhile, we hope that the De-MP
classifier, consisting of a combination of strong MPs, has a relatively smaller
number of classification errors, because of greedy strategy. In addition, the
reduction of MPs can increase the understandability of the classifier.
Therefore, in this sub-step, we identify the first MP with the least number of
errors in L and discard all the MPs after it because these MPs produce more
errors. The undiscarded MPs and the default class corresponding to the first
MP with the least number of errors in L form our De-MP classifier.

The second step of the MOUCLAS algorithm is shown in Figure 2.

Figure 2: The Second Step of the MOUCLAS Algorithm
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In the testing phase, when we classify a new transaction, the first MP in
De-MP satisfying the transaction is used to classify it. In De-MP classifier,
default_class, having the lowest precedence, is used to specify a default
class for any new sample that is not satisfied by any other MPs as in C4.511,
CBA8.

4. EXAMPLE OF MOUCLAS APPLICATION IN
RESERVOIR CHARACTERIZATION

Oil/gas formation identification is a vital task of reservoir
characterization in the petroleum industry, where the petroleum database
contains such records (or attributes) as seismic data, various types of well
logging data and petrophysical property data whose values are all
quantitative.

An illustration of using well logging date for purpose of oil/gas formation
identification is illustrated in Figure 3. The well logging data sets include
attributes (well logging curves) of GR (gamma ray), RDEV (deep
resistivity), RMEV (shallow resistivity), RXO (flushed zone resistivity),
RHOB (bulk density), NPHI (neutron porosity), PEF (photoelectric factor)
and DT (sonic travel time). Since most of the reservoirs are horizontally and
vertically heterogeneous, no depth information is used for training.

One transaction of the database can be treated as a set of the items
corresponding to the same depth and a class label (oil/gas formation or not).
A hypothetically useful MP may suggest a relation between well logging
data and the class label of oil/gas formation since. In this sense, a selected
set of such MPs can be a useful guide to petroleum engineers to identify
possible drilling targets and their depth and thickness at the stage of
exploration and exploitation.

MOUCLAS aims at deriving an explicit or implicit heuristic relationship
between measured values (well logging data) and properties to be predicted
(oil/gas formation or not). The MOUCLAS method is ideally suitable to
establish such implicit relationships through proper training. The notable
advantage of MOUCLAS over more traditional processing techniques such
as model based well logging analysis is that a physical model to describe the
relationship between the well logging data and the property of interest is not
needed; nor is an very precise understanding of the physical phenomena of
the well logging data. From this point of view, MOUCLAS provides a
complementary and useful technical approach towards the interpretation of
petroleum data and benefits petroleum discovery.
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Figure 3: Quantitative Petroleum Data for MOUCLAS Mining

(note: the dashed indicate the location of oil formation)

5. CONCLUSIONS

A novel classification patterns, the MOUCLAS Pattern (MP) for
quantitative data in high dimensional databases, is investigated in this paper
for the cost effective and intelligent well logging data analysis for reservoir
characterization. We also propose the algorithm for the discovery of the
interesting MPs and construct a new classifier called De-MP. As a hybrid of
classification and clustering and association rules mining, our approach may
have several advantages which are (1) it has a solid mathematical foundation
and compact mathematical description of classifiers, (2) it does not require
discretization, as opposed to other, otherwise quite similar methods such as
ARCS are strongly related to, (3) it is robust when handling noisy or
incomplete data in high dimensional data space, regardless of the database
size, due to its grid-based characteristic, (4) it is not sensitive to the order of
input items and it scales linearly with the size of input. In the future research,
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we attempt to establish a relationship between different well logs, seismic
attributes, laboratory measurements and other reservoir properties.
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Abstract PRS (a tool based on procedural reasoning) has inspired several works in Arti-
ficial Intelligence, mainly in embedded and industrial applications. This paper
proposes a verification mechanism of PRS programs, based on equivalence rules
with Coloured Petri Nets (CPN). This equivalence allows using existing analysis
methods for coloured Petri nets to verify PRS programs.

1. Introduction
One of the biggest difficulties in the project of expert systems for embedded

or industrial applications is the real-time control of its execution. Many of the
usual techniques of knowledge representation and inference in Artificial Intel-
ligence do not have a guaranteed bounded response time. Purely procedural
systems, in the other way, are not flexible enough to allow easily incorporating
empirical or heuristic knowledge of human experts.

Declarative representations suffer from a lack of control on the execution of
their rules, while imperative ones suffer from limited modularity. A promis-
ing trade-off for these situations is using Procedural Reasoning. Procedural
Reasoning is particularly well suited for problems where implicit or explicit
knowledge is already formalized as procedures or plans.

Procedural Reasoning [Georgeff and Lansky, 1986; Ingrand et al., 1992] is a
set of tools and methods for representing and executing plans and procedures.
These plans or procedures are conditional sequences of actions which can be
run to achieve given goals or to react in particular situations. It differs from
other usual knowledge representations because it preserves some flow infor-
mation (i.e., the sequence of action and tests) associated to declarative aspects.

Some of the widely used implementations of procedural reasoning are Re-
active Planning (RAP) [Firby, 1987] and PRS (Procedural Reasoning System)
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system, originately developed at SRI International [SRI International, 1994].
In our work, we use PRS because it expresses very weel the trade-off between
purely declarative and strictly imperative representations and it has good tem-
poral properties and high expressive power. PRS has been used in practical
situations as real-time applications – such as supervision and control of mobile
robots [Ingrand and Despouys, 2001; Ingrand et al., 1996], failure detection
in space shuttles [SRI International, 1994] as well as in the management of
communication networks and alarm systems.

In complex knowledge-based systems, however, sometimes the real-time
properties and the power of expression are not enough, and we also need ver-
ifying such systems as for correctness, reliabilitiy, performance and efficiency
[Bench-Capon et al., 1993; Lee and O’Keefe, 1994]. PRS does not offer a
verification mechanism. This work proposes some equivalence rules between
programs written using a PRS subset and Coloured Petri Nets (CPNs). Thus,
the existing methods to analyze CPNs can be used to validate the equivalent
PRS program.

Petri nets are widely used to verify knowledge-based systems, as in the PRE-
PARE [Zhang and Nguyen, 1993] and Task Structures [Lee and Lai, 2002]
systems. We adopted Petri nets as the verification tool for modelling PRS pro-
grams because of their capability to model parallelism and non-determinism
and also because it is possible to determine exact conversion rules between
PRS structures and their equivalent in Petri nets.

2. PRS language
PRS main characteristics will be better explained in section 4. For now, we

can say that a PRS agent consists of:

Routine library: each routine, or KA (knowledge area), is a se-
quence of action and/or tests that can be executed to reach goals or to
react to situations;
Database: it contains the system current beliefs about the world;
Current goals sets: in PRS, the goals describe desired tasks or be-
haviors. In the logic used by PRS, the goal to achieve a certain condition
C is written as (!  C); to test the condition, as (?  C); to wait until
the condition is true, as to maintain C, as (# C); to assert the
condition C in the database, as (=> C) and to retract it, as               and
Intention graph: a dynamic set of routines, structured as a graph,
where the system keeps information in real-time about the state of the
routines chosen for execution and of their posted subgoals.

Each KA has a body and some invocation conditions. Figure 1 shows a KA
that solves Tower of Hanoi. This KA is executed when an order to reach a goal
is posted (as the INVOCATION field shows). It can be selected if the CONTEXT
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Figure 1. Tower of Hanoi KA.

field conditions are satisfied. Conditions contain variables to bound ($DES).
There are two variable types in PRS: logical variables $var have the classic
behavior of variables in logical programming (once bound, they do not change
their value), while the program variables @var can be re-attributed.

The KA’s body describes its execution. The execution initiates in START
node and continues following the arcs through the net. If more than an arc
leaves a node, any of them can be crossed. To cross an arc, the system must ei-
ther test if the goal associated to the arc was already established in the database
or launch a KA that reaches the goal associated to arc. This new goal will be
incorporated to the intention graph and has to be satisfied before the current
KA can be satisfied. If the system cannot satisfy any of the goals associateds
to the arcs that leave a node, the entire KA fails. But when a terminal node
(END node) is reached, the goal is considered satisfied and the facts listed in
EFFECTS are concluded in the database.

3. The Coloured Petri Net - CPN
The Coloured Petri Nets theory is widely known and can be found in the

literature [Jensen, 1994]. A modeling example [Jensen, 1998] of an enabled
transition for a resource allocation system by CPNs is shown in Figure 2.

Each place (circles that describe the system’s states - B,C,S) contains a set
of markers called tokens which carries a data value and belongs to type (P
and E, in this case). The place B has two tokens in the initial state of color
(p,0), P type. The place S has three tokens of color(e), E type.
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Figure 2. CPN - Transition Faring.

To be fired, a transition (rectangles that describe the actions) must have suf-
ficient tokens on its input places, and these tokens must have values matching
the arc expressions (arrows that describe how the CPN’s state changes when
the transitions occur). Consider the transition T. It has two arcs. The two arc
expressions involve the variables x and i. To fire the transition, we have to
bind these two variables to values in their types, in such a way that the arc
expression of each incoming arc evaluates to a token value that is present on
the corresponding input place.In this case, x=p and i=0. The right side of the
Figure 2 shows the new state after the T transition fires.

4. PRS and the Coloured Petri Nets

Modeling Principle
To determine a CPN equivalent to PRS one associates network places to

PRS nodes and transitions or sub-networks to the PRS arcs (see Figure 3). The
token displacement models the evolution of the execution and its color contains
the variables values currently defined. The number of colors has to be finite to
generate a analyzable CPN: this implies we can only have “closed” variables
(with a finite domain of values) in the PRS program we want to model.

To each arc we associate two branches in the CPN: one corresponding to
case where the goal is reached (the token goes to the place that corresponds
to the KA’s following node) and the other corresponding to the case where the
goal fails (the token’s destination varies).

A necessary condition for a sub-net be a possible CPN model of a PRS arc
is that it can be reduced to a token “dispatcher”. If a sub net consumes a token
in its input it has to produce a token in one of its two outputs: one models the
attainment of the goal or the other one models its failure (indicated for T and F
respectively, in the drawings).
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Figure 3. Two examples of equivalence between PRS and CPN.

The Database
There are different predicates types in PRS. We will only present the repre-

sentation of the standard predicates.
Each standard predicate is represented by four places, called AFF DEF and

AFF UNDEF, NEG DEF and NEG UNDEF. The corresponding places DEF and
UNDEF are complementary (the token that leaves a complementary place must
return to the same place or goes to the other complementary place). The pres-
ence of one token of a certain color in a DEF place indicates that, for the corre-
sponding value, the predicate was concluded affirmatively (AFF) or negatively
(NEG). In a similar way, one token in an UNDEF place indicates that the predi-
cate was not concluded (affirmatively or negatively) for this value. To use the
technique of complementary places, some constraints are imposed:

The places have to be bound (have a maximum number of tokens);
The number of colors has to be finite;
For each pair of complementary places, the initial marking guarantees
the existence of a token of each color in one of the two places;
In the initial marking, there are not tokens of the same color simultane-
ously in the AFF and NEG places.

Consider a predicate (ONTOP disc peg), where
and ONTOP is undefined in the beginning for all the combinations

(disc peg). Figure 4 shows the predicate’s representation after the conclu-
sions ( => (ONTOP 1 A)),(=>(ONTOP 3 C)) and

The tests (? (...)) on standard predicates are represented by CPN as shown
in Figure 5. We only show the affirmation test model (? (PEG$ORI)); the
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Figure 4. Standard Predicate.

Figure 5. Standard Predicate Test.

negative test model(? (PEG $ORI))) is identical, replacing PEG AFF
DEF andPEG UNDEF by PEG NEG DEF and PEG NEG UNDEF, respectively.

Every token removed of one of the places that models PEG must be put in the
same place, because a test does not modify the predicate value. The model of
behavior of a test arc is different (different transitions are validated) according
to predicate’s argument. For example:

The argument is already bound (has a precise value):

If for this value the predicate is defined, the test is successful (tran-
sition 1). If the predicate is undefined, the test fails (transition 3).

The argument is not bound (IDLE):

If there is a value for which the predicate is defined, the test is suc-
cessful and this value is transmitted (transition 2). This rep-
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Figure 6. Standard Predicate Assert in Database.

resents unification mechanism of the variable. IfPEG is undefined
for all values, the test fails (transition 4).

We show in Fig. 6 the CPN equivalent to the assertive(=> (PEG $ORI))).
For the conclusion of the negation, i.e., (PEG $ORI), we have only
to exchange the corresponding AFF and NEG places. We eliminate an even-
tual affirmation of the predicate when concluding its negation (transition
3). A conclusion with non-bound arguments (an error) does not change the
predicate’s state (transition 2).

The Variables
Variables are carried by tokens, since their birth until the moment that they

are not necessary anymore. Figure 7 shows an example of variables trans-
mission modeling. Arc models are simplified because the KA’s context field
guarantees that the variables $X and $Y are bound.

The token will be a n-tuple with as many elements as PRS variables to pre-
serve. Elements of the n-tuple will have as far possible values as the possible
values for the PRS variables they represent, plus one (IDLE) to indicate that
the variable is non-unified still.

The Goals
When a goal is posted, it can be satisfied either by consulting the database or

by calling a KA that satisfies this goal. For each predicate that can be posted,
there must be, beyond the places that represent the predicate in the database
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Figure 7. Variables’ Transmission Modeling.

(see section 4), three other specific places: POST, where the “client” routine
indicates that the goal was posted, and SUCC and FAIL, where the “server”
routine indicates the success or failure in attaining of the goal.

Figure 8 shows a goal posting complete model. At the moment of posting
the goal, the CPN puts a token (with the goal’s arguments colors) in the POST
place and the execution of this branch enters in a wait state (place W) for a
reply about the attainment of the goal. This reply will be materialized by the
appearance of a token in either SUCC or FAIL place.

After the goal’s posting, the model verifies if the predicate is not already
satisfied in the database by a test (as in Figure 5). Otherwise, the system will
look for a KA invoked by this goal. If one exists, the KAs will be activated and
decide on the satisfaction or not of the goal, as presented in Figure 8.

The Nodes
Normally, each PRS’ node corresponds to a place in the CPN, except for the

special type: the (IF–THEN–ELSE) condition node.The crossing of an arc that
arrives at a condition node is always possible. If the goal associated with the
arc is reached, the execution continues from the T half of the condition node;
otherwise, from the F half. This node is represented by two places, one for
each half. As each model of an arc must generate two possible exits for the
token, we drive the branch that represents the success in the attainment of the
goal to the T place and the branch that models the failure to the F place.
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Figure 8. Goal Posting.

The non determinism
In PRS when several arcs leave from the same node, the system chooses one

arc at random to try to cross it. If it does not happen, it chooses one another
arc and only considers that the KA failed after to have attempted all the arcs.
PRS does not perform backtracking: if it gets to cross an arc, but it fails in the
continuation of this branch it does not come back to the node in order to test
the other unexplored arcs.

Given this behavior, it is necessary to conceive a structure to guarantee that
the model tests all the arcs before designating an error. This structure is shown
in Figure 9 for a case with two conflict arcs , but it is extensible for any arcs
number.

Initially, the A place contains two numbered tokens, one for each arc. The
only token in N1* guarantees the execution of only one arc at a time. If the
execution of the arc that caught the token in N1* will have success, the model
cleans the A and B places (it consumes all the tokens of the other branches)
and the execution continues. In case of failure, the model replaces the token in
N1*, authorizing another arc to be tested and puts the corresponding token to
the arc that failed in B. If all the tokens are in B, the model indicates an error.

The KAs
The CPN that models a KA has a start place called INIT. Between INIT

and START there is a sub-net that tests if the KA’s execution context (CONTEXT
field) was satisfied. This is equivalent to add a supplementary arc in the KA to
play the role ofCONTEXT field, it does not modify the execution of the program
(see Figure 10). In the same way, between the END place, that plays the role of
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Figure 9. Node with some arcs that leave

Figure 10. Equivalence between KAs’ Fields and Arc.

all the terminals nodes of the KA, and theTERM place, that models successfully
the KA execution ending, it has a sub-net that models the EFFECTS field.

The models in CPN of the KAs must also contain a FAIL place, where the
appearance of one token indicates that the KA failed. The exit, in case of error
(F), of all the arcs must be directed to this FAIL place, except for the special
situations of the arcs that lead to a IF–THEN–ELSE node (section 8) and of the
arcs that leave from a same node (section 8). Figure 11 shows a CPN equivalent
to a generic KA. The arc models are not detailed and we assume that there is
only one variable to transmit (DES) in the whole KA.



431

Figure 11. CPN Equivalence to KA.

5. Verification Methods
Summarily, we can say that the CPN can be analyzed in three main ways:

by simulation, by acessibility graph (state space or occurrence graph) and by
invariant methods (of place or transition).

Analysis methods allow to prove a number certain of Petri nets properties.
These properties can be behavioral (for each initial marking) or structural (only
depending on the structure of the net). The invariants establish certain struc-
tural properties and the accessibility graph allows, by inspection of the states,
to determine all the net’s properties, but only for a well accurate initial mark-
ing.

For the CPN of our model, the properties of interest are mainly the ones
which were proved for a defined initial marking, for two reasons:

There are complementary places in the net. So, the initial marking must
guarantee the existence of the mandatory tokens in one of the comple-
mentary places.
Normally, we are interested in guaranteeing the behavior of the system
in specific situations, corresponding to well-defined initial markings.
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The properties demonstrated for the CPN must be interpreted knowing that
the net models a set of KAs and what the initial marking represents. A non-
limited place in number of marks, for example, indicates almost certainly an
error in the writing of the KAs (as a KA that recursively calls itself without
limits). The existence of a blockage (when there is no fireable transition and
the net “dies”) can indicate a conception error or, in contrast, prove that the
functioning of the system is correct:

If the expected behavior of the system for one given initial marking is
that it enters in an endless cycle, the existence of a blockage possibility
indicates a project error.
For an initial marking where there is a posted goal, it is necessary that
CPN finishes in blockage, with only one mark in the places that indicate
the goal success or failure.

6. Conclusion
Because of space limitation, we presented only some of the equivalence

rules between PRS programs and CPN that allows using the existing analysis
tools, as CPN TOOL [Jensen, 2001], to verify PRS programs.

The main limitations of the proposed approach are the obligatory previous
knowledge of the variable’s finite domain and also the possible considerable
size of the generated CPNs. The first limitation is not so restrictive in em-
bedded or industrial applications, where usually the variables can only assume
predefined values. The second one imposes the automatic generation and anal-
ysis of the Coloured Petri Nets.

The manual conversion between PRS and CPN can introduce errors. To
avoid this, we are developing a (PRS to CPN) automatic converter in Common
Lisp [Shapiro, 1992]. This is possible because all the equivalence rules pre-
sented here (and the other ones) follow generic laws and then can be translated
into conversion rules able to be implemented by a conversion software to be
used in practical situations.

Hence, we can use the CPN’s analysis to investigate the main properties of
the generated net and, consequently, indirectly to verify the PRS program that
generated the net.
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Abstract Car engine electronic control unit tuning is a tedious and difficult task. Engi-
neers can no more check on-line the measurements validity: Control strategies
are becoming more complex and measurements more numerous. A fault diag-
nosis approach relying on experts’ qualitative and uncertain knowledge has been
developed to identify whenever a malfunction is present. The theoretical frame-
work - based on possibility theory and on consistency and abductive indices - is
first explained. The latest results are then presented. Finally, the whole incre-
mental development process of the prototypes is described, explaining the most
difficult points and how they were handled.

Keywords: Diagnosis, engine dynamometer, uncertainty, fuzzy sets, possibility theory.

Introduction
The paper presents a prototype implementation part of a long term research

and development project, which aims at improving the calibration of car en-
gine Electronic Control Unit (ECU), on engine dyno test benches, by detecting
malfunctions when they occur.

The approach is based on a fault diagnosis system (named BEST: Bench
Expert System Tool) that makes use of expert’s knowledge formalized with
fuzzy sets. In fact, since [Sanchez, 1977], much work has been carried out in
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this field of fuzzy sets and diagnosis, and applied in different fields: E.g. in
medical applications ([Buisson, 1999]) or industrial processes ([Ulieru, 2000]).

The paper is organized as follows: Section 1 describes the engine dyno
context, the needs and expected benefits, and the architecture of BEST. The
theoretical base on which it relies is presented in section 2. Then, section 3
presents the current prototypes and latest results. The discussion in section 4
points out the problems that were encountered and how they were solved. The
conclusion indicates the last steps to be further developed.

1. Context and framework
In oder to better understand the results and the choices made during the

project, this section first presents the engine dyno test bench context and then
gives the general architecture designed for BEST.

Engine dyno test benches
Within one century, diesel and gasoline cars have gone from the carburettor

to the electronic injection (ECU-controlled). More and more complex strate-
gies have been implemented to answer to increasing constraints (pollutant reg-
ulations, vehicle behavior, new engine configuration: Direct injection, diesel
common rail, variable valve timing, electric controlled throttle...) and an in-
creasing number of variables must be taken into account.

For each new engine or new version, the control strategy parameters have
to be calibrated in order to fit the requirements. This is done through a large
amount of testing and tuning, starting on engine dyno test benches.

The calibration process. Figure 1 shows the ECU calibration process on an
engine dyno, making use of a calibration tool. Basically, the ECU gets mea-
surements from engine sensors (e.g., mass air flow, engine speed...), com-
putes other intermediate variables and finally tells the engine which amount of
fuel should be injected and what the spark advance should be. The data used
for this are recorded through the calibration tool. They are provided by engine
sensors and ECU but also by the engine dyno sensors, as well as additionnal
devices. So the System to diagnose through BEST is: engine, engine dyno, all
sensor sets and additionnal devices.

Data acquisition. Before doing any acquisition, the global conformity of
the system has to be checked: Physical verification (sensors, fuel consumption
measurements, gas analysis...), but also system configuration (i.e. inhibited
system functions). As sensors become more numerous and the strategies more
complex, this global check requires more time and so the tuning engineer has
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Figure 1 The calibration
process

less time for the testing itself and its methodology. Hence test duration is
increasing while reliability is degraded.

Then, during the tests, an on-line verification must be done to guarantee
the acquisition validity. Again the tuning engineers used to check the validity
of measurements manually while running: Single-parameter raw thresholds,
coherence of some parameters with standard values, and sometimes coherence
between several parameters and previous tests. Today it is nearly impossible
for engineers to ensure the global coherence on-line, due to the complexity
raise of parameters and strategies. Most of the time, when there is a problem,
it is discovered during post processing data treatment. Quite often the test has
to be performed again.

Needs and expected benefits. In fact, 10 to 20% of the manual tests must be
reworked due to bad acquisitions, bad software configuration... Most of the
time malfunctions are due to dyno bench environmental problems (gaz analy-
sis, fuel balance...). So wrong acquisitions should be detected right away and
the malfunction that occured should be identified as soon as possible in order
to correct it quickly and make sound acquisitions again.

Some common and simple malfunctions are still identified by engineers. Yet
others require time-consumming searches for their origin and symptoms when-
ever they occur. Indeed, engineers cannot keep in mind all the information and
past experiences. Moreover they cannot watch in real time all the (numerous)
measured channels.

In order to cope with such checkings, an expert system, BEST, has been
considered. It has to perform global coherence checking, in the same way as
for manual tests. It should also detect and identify malfunctions as soon as
they appear: That is on-line detection.

General architecture for BEST
BEST represents a huge amount of work and investment. It gathers several

functionalities divided into different modules for step by step development and
validation (a key point in the success of the implementation, as discussed in
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Figure 2 The architecture of
BEST

section 4). The general architecture of BEST and the part for which proto-
types have been developed are explained below. Some of the ideas underlying
this architecture can be found in other approaches to industrial diagnosis (e.g.,
[Cordier et al., 2000]).

Figure 2 presents the different modules:
• FORM: Enables the experts to formalize their knowledge, using fuzzy rules.
• ESO: Extracts, Sorts and Organizes the rules w.r.t bench/engine specificities.
• AI, which is the Artificial Intelligence part performing the diagnosis: It com-
pares the extracted rules to the measurements made on the engine.

Each module, contains the 3 following submodules: OK (diagnosis based
on models of normal behaviour), KO (diagnosis based on models of malfunc-
tions) and MASTER (the supervision rules). In the AI module, OK and KO
diagnosis are aggregated in DIAG. BEST_AI_OK gives the models of normal
behaviour which are not reached and BEST_AI_KO tells which malfunctions
have been identified. The use of two different diagnosis is safer in regard to
incompleteness and possible inconsistency of some models. Besides, both di-
agnosis (OK and KO) can give some feedback explaining why a model of nor-
mal behaviour was not reached and why a malfunction was selected. They may
also ask for other specific measurements in order to improve their diagnosis.
Finally, MASTER decides wheather the test may continue, should use another
computation for some variables, or should stop. This decision is taken accord-
ing to the supervision rules, the test characteristics (necessary variables), the
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Figure 3 Diagnosis process
with and

two diagnosis (pointing at the source faulty variables) and a dependency graph
(which computes the induced faulty variables).

Prototypes has been developed for the whole KO part of this project, as the
main objective was to build a demonstrative application which can detect and
also identify malfunctions as soon as they appear on engine dyno test benches.
This work is further described in the following sections.

2. Diagnosis fuzzy set based approach
This section presents the theoretical basis supporting the whole KO part of

BEST. The knowledge relies on expert causal information. Possibility theory
is used to capture the uncertainty pertaining to this kind of information. Ob-
servations may also be imprecise. Finally, the diagnosis makes use of two
indices (see Figure 3). Refinements of these indices and ways to use them for
more complex diagnosis (e.g. involving several malfunctions) can be found in
[de Mouzon et al., 2001]. Here, only the basis is presented.

Notations. Let be the set of all (known) possible malfunctions and be
the set of the observable attributes: Let and

then denotes the possibility distribution [Zadeh, 1978], that
represents the (more or less) plausible values for attribute when malfunction

(alone) is present. Let be the domain of so
will be the fuzzy set corresponding to possibility distribution

The observations may also be imprecise (or uncertain),
is the possibility distribution, which represents the (more or less) plausible
values for the observed value of attribute denotes the fuzzy set corre-
sponding to possibility distribution

and both express imprecision, when they contain more than one
element. Yet, they model different types of imprecision:

imprecision can be “controlled” (in principle): Changing the sensors
for more precise (usually more expensive) or less precise observations.

Imprecision on on the contrary, cannot be reduced (or changed) that
easily: It depends on the available knowledge about the System only.
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When attribute is not yet observed, its value is not known, so it could be
any value of Similarly, when malfunction has no
known effect on attribute all values are allowed:

In fact, for the knowledge representation, the experts are very often more
comfortable in expressing their confidence in some values they consider highly
possible or, on the contrary, totally impossible. So, for continuous attributes,
the experts only need to tell what they know best (values of possibility 0 and
1). Then, is computed to follow the given information, be continuous and
be piecewise linear. In the formalization process, the possibility distributions
mainly used were increasing or decreasing ramp functions or trapezoidal ones,
see Table 1. For discrete attributes, different levels of possibility (e.g., from 0
to 1 by step of 0.1 units) can be assessed.

A consistency-based index. A consistency-based index has been defined:
which enables to discard observation-inconsistent mal-

functions close to 0).
The consistency between observations and knowledge on malfunction

for a given attribute can be computed by which
is the possibility distribution attached to The elements of highest
possibility in this intersection give the consistency degree between and

The consistency degree of any malfunction
and the observations is computed from those of and (for each attribute):

In case of too incomplete information (knowledge and/or observations),
might not be sufficient in order to select a small enough number of mal-

functions. So, a second index is required in order to refine and bring
a better conclusion: find, among the undiscarded malfunctions, which one is
most relevant to the observations.

An abduction-based index. A malfunction is more relevant to the obser-
vations when its effects have been observed for sure. That is: (for
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crisp sets). In order to single out most relevant malfunctions, fuzzy inclusion
of in has to be defined.

Inclusion can be defined by implication (for crisp sets, is equivalent
to So, several fuzzy implications have been
checked for this purpose. Thus a second index is defined, which evaluates the
relevance of a malfunction:

The worst implication degree tells the extent to which the malfunction is rel-
evant to the observations. Hence selects the most relevant malfunctions

close to 1).
Dienes’ strong implication was chosen because

it is the most dicriminating and it keeps the following natural crisp property: If
then That is:

This index is abductive in nature: It selects from the knowledge of the
relation between cause and effects, and from the observation of these effects.

Note that is useful because observations are imprecise. Indeed,
in case of precise observations. But a totally precise observation is fea-

sible only for discrete attributes. In case of continuous attributes (e.g., temper-
ature, pressure), the observations given by sensors always have some impreci-
sion (even if it can be made very small with high precision sensors).

Hence, the diagnosis is first based on in order to discard and rank
the malfunctions and then on in case of ties, as schematically shown on
Figure 3. See [de Mouzon et al., 2001] for a more complete discussion on the
use of fuzzy sets in this diagnosis process and the extension to multiple-fault
diagnosis (not yet implemented).

3. Actual application
This section describes the current complete prototypes which have been

(incrementally) developed for the single fault diagnosis on engine dyno test
benches, based on the framework presented above. They implement the KO-
part (see Figure 2): The first prototype is off-line and integrates FORM and
ESO modules. The second is on-line and corresponds to the AI-module.

Off-line prototype: Knowledge formalization and selection
Knowledge is essential to diagnosis. Sometimes it can be computed from

a database. None existed here, for reporting normal behaviour data and/or
data under each specific malfunction. So, only expert knowledge could be
considered. Hence a tool was needed to make both collecting and formalizing
knowledge as easy and confortable as possible (BEST_KO_FORM module) for
the engine dyno engineers. This creates a centralized knowledge base.
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For ease of use, the same tool also enables to select from the knowledge base
the pieces to be used, taking into account the state of the ECU calibration, the
tests to make, and the test bench specificities. This generates the corresponding
formalized knowledge file (BEST_KO_ESO module) directly used by the on-
line diagnosis tool.

First, the FORM part contains friendly windows to express the knowledge
step by step:

1) Express the malfunction definition: the user has to enter a unique defini-
tion with four characteristics: A group, a type, an identification and the nature
of default (some choices are proposed for each). E.g., bench equipment [group]
temperature sensor [type] 203 (inlet cylinder 3) [identification] dirty [default].

2) Give and structure the malfunction symptoms in an AND/OR tree.
3) Express each symptom through four elements: i) The attribute definition

(function of the measurements and time). ii) A possibility distribution (as ex-
emplified in Table 1). iii) Some conditions (engine running, ful load...). iv)
An environment (bench and engine specificities).

Then the ESO part enables to easily select (or even modify) the knowledge
to give to the diagnosis. When a new ESO file is created, the user has to
parameter its environment. Only malfunctions of the knowledge base having
compatible symptoms with this environment are automatically added into the
file. For the incoherent symptoms, the user can choose to modify their envi-
ronment in order to make them compatible or to remove them. The generated
files are unreadable for the expert, which ensures that they will not be mod-
ified by hand. When necessary, modification can be done using this off-line
application.

This tool has been a key point of the development of BEST, as knowledge is
a root of diagnosis. The FORM part has enabled to express and formalize more
than 250 malfunctions (about one third of the estimated total number) in 21
environments (about 75% of all). The ESO part not only supports knowledge
selection for each specific environment, but also enables to test and validate
knowledge immediately on the on-line diagnosis tool.

On-line prototype: Diagnosis
This prototype is an on-line tool: it reads the data from the engine dyno test

bench (through a Dynamic Data Exchange connection) while the calibration is
tuning, and warns as soon as possible when a malfunction is detected (in less
than 3 minutes today). There are two levels of information:

i) An efficient diagnosis mode (a small icon sits in the system tray of Win-
dows NT taskbar): While performing on engine dyno test, the prototype be-
comes active and works without human intervention. When an event occurs,
i.e. detection of the possible presence of a malfunction, a popup window is
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Figure 4 Bargraphs for di-
agnosis indices [Cons]
and [Per]) trace in time
for each malfunction (“de-
bug” mode)

automatically opened and gives some information and advice on malfunctions
and symptoms involved in the problem. In order to avoid blinking problems
(with oscilating values near a single-limit), a malfunction is considered as ap-
pearing when goes over 0.7 and disappearing when goes under 0.3.

ii) A debug mode, displaying a bargraphs window (see Figure 4) and a con-
sole window where each event (attribute calculus, intermediate results, false
alarms,...) is logged and can be saved on a text file.

The diagnosis application runs directly on the engine dyno test benches.
Experiments have been conducted on-line on the benches in order to validate
the method and the application. These experiments have been made on a rep-
resentative case study involving 35 possible malfunctions (about 5% of all).
Figure 4 gives an example for a few malfunctions where the one that occured
is just being identified (here, “rel” reads “per”).

The results of these experiments are satisfying: All malfunctions have been
detected and identified on-line. Very little false alarms occurred: Only for tem-
perature sensors during sharp transition phases. This was then corrected in the
knowledge base. Hence, this diagnosis method has shown its usefulness. Some
future steps are now given below, towards a complete industrial application.

Future work
Observation validity. Some conditions might be necessary to compute the
presence/absence of a symptom (e.g., engine stopped). Thus, at some moment
only part of the information has been computed. In order to be able to make a
diagnosis despite this problem, the easiest way is to make the hypothesis that
former computations are still valid. This often holds and always does in demos
(where the conditions to observe the changes are known). Yet, for a real on-line
use, this hypothesis might not hold when a fault occurs.

A solution could be to have a validity index (for each piece of knowledge)
that would depend on the time elapsed since the latest computation (of that
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piece of knowledge). Then a too old information would not be taken into
account when it is contradictory to other more recently computed pieces of
knowledge. On the contrary, if they still give the same information, this could
also be taken into account as giving more support to the overall result.

Observation errors. For the moment, only a general evaluation of the error
is computed. In fact, the real error (attached to each sensor) should be used.

This error is usually modelized by a probability distribution (as a gaussian).
Yet, a possibility distribution like a fuzzy number (centered triangular distribu-
tion, with the maximum error as support) would be very convenient: It covers
any symmetric probabilistic distribution on this support, [Dubois et al., 2002].

Besides, this solution is computationnally much more simple when it comes
to computing the error of a complex attribute from the channels it combines.

4. Incremental development
The previous section presented the prototype complete version of BEST_KO.

The current section explains the problems which had to be tackled and the de-
velopment process which was adopted: A successful incremental approach.
The first step was to analyse the type of knowledge accessible for the diagno-
sis. The second step was to test off-line the diagnosis method (see section 2).
The third step was to test it on-line. The last step was to add a complete and
more convenient tool for knowledge formalization, as presented in section 3.
All prototypes were developed in Visual C++ V6, under Windows NT4.

First step: Knowledge analysis – Towards formalization
BEST_AI_KO (Figure 2) is based on human beings’ experience. Thus,

recording and formalizing the available knowledge is a key step of this project,
[Kahn et al., 1985]. So a preliminary standard form (Figure 5) had been defined
to describe the malfunctions (under the assumption that it is present alone):

Number (cell 4) – Name (cell 3): Identifying the direct source of observed
anomalies). E.g., sensor out of order, badly calibrated sensor...

Number (cell 6) – Environment (cell 5): For bench or engine environ-
mental specific conditions. In some cases the same malfunction will generate
different anomalies depending on the environment: E.g., a sealing defect in
the intake system will have strongly different effects, depending on the sensor
used on the engine: MAP (mass air pressure) or MAF (mass air flow).

Description of symptoms of the malfunction may be added:
i) Attribute (cell 7, including observation conditions, if needed). Example

for the “exhaust temperature sensor out of order” malfunction: Difference be-
tween this temperature and the other cylinder temperatures, when the engine is
running... Note: Attributes may be as complex as needed.
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Figure 5 The first form

ii) Finally (cells 8 & 9), a possibility distribution is attached to each attribute,
expressing to what extent a value is consistent (possibility 1) or not (possibility
0) with the presence of the malfunction. This makes it easier for the engineers
to express which values they know possible, the ones they know impossible
and the ones they are not sure about: In practice, engineers are asked for the
core and the support of the possibility distribution. For the uncertain values,
the possibility is calculated to be linear. The more the value is close to a pos-
sible value, the higher its possibility level. The more the value is close to an
impossible value, the lower its possibility level (see Table 1).

Last but not least, the form includes information about induced malfunc-
tions (“in cascade”, cell 11).

Of course, not all the knowledge on the malfunctions was asked for at that
time, but at least a significant fragment of it was obtained in order to get an
explicit structure concerning the type of information BEST would have to deal
with. This first form made possible to collect knowledge on about 10% of all
the malfunctions and 20% of all the environments. The knowledge cannot be
exhibited here. But, the analysis of the filled-in forms led to these conclusions:

Pieces of knowledge for a complex symptom may use connectors (and,
or) between more elementary pieces of information.

Those elementary pieces of information may also use any shape of func-
tion for representing the attribute value.

Finally, there might be some conditions to be satisfied in order to be able
to compute a valid result for presence/absence of a symptom (such as:
engine cold, engine stopped, closed throttle, high engine speed...).
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So, the knowledge collected from the forms could be formalized in a struc-
tured text file. Of course, not all the knowledge on the malfunctions was used
at that time: This step is really time consumming and some basic tests about
the diagnosis approach were first needed before going further in that direction.
Efforts of formalization were first made on a case study, large enough to be
representative of the kind of malfunctions to be taken into account in this field
of application: The case study considered malfunctions that have an incidence
in the engine gaz circulation. And to start on some real basic testing, the for-
malized knowledge was even restricted to some 15% of the case study.

Second step: Off-line diagnosis
This first diagnosis prototype was implemented for a preliminary evaluation

of this approach applied to ECU calibration on engine dyno test benches.
The knowledge was given through the structured text file discussed above.

The data used for off-line tests were yet directly measured on the engine dyno
test benches. They came from files where the measurements had been stored.

To reduce complexity for the first tests, data in each file had been collected
at a stabilized running point. Transition phases were kept for later. Files were
created for different running points, representative of the calibration process:
engine speed and MAP table, and also richness and spark advance table.

Each file contained at least 131 measured channels during a 5 minute (or
more) time period. The time frequency for measurements was every 100 ms.
So each file contained at least 400 000 values (differents files for nominal be-
haviour and for each malfunction). The total number of files used for the tests
was 181. For confidential resons, data are not given here (but the numbers
given above give some indication on the complexity of the problem) and the
results aim only at providing feedback on the implementation process.

Note that the first evaluation could not state whether this approach was good
or not: The conclusion was that off-sets and noise (mainly 50 Hz) had first to
be filtred. Then, the results of the tests were computed once more. As a general
remark, too little knowledge was used for testing this diagnosis approach: 1)
Some attributes were too complex to be included in the first tests. 2) Others
needed special measurement equipment or conditions not possible at that time.
3) Too little knowledge had been collected. 4) Last but not least some pieces
of knowledge turned out to be false. Nonetheless, some tests could be carried
out. In fact, this situation is rather logical: Great efforts cannot be asked for
with no clue on whether they will be worthwhile. Finally, the very first tests
showed that this approach to BEST is all the more efficient as more formalized
and validated (e.g. through some experiments) knowledge is provided. For
instance, note that no false alarms were raised during normal behaviour and
that they were all the less frequent as more specific symptoms were formalized.
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Third step: On-line diagnosis
The off-line evaluation not only was good enough to go forward for the on-

line version, but also gave even more resons to do so: The necessary knowledge
validation is much easier if it is possible to test/change right away pieces of
knowledge. Besides, transitions phases had to be taken into account (as they
are frequent on-line) and thus BEST would take advantage of observations
gathered through out the whole calibration process, going from one running
point to another. This is even more needed, as more knowledge is asked for,
which means more symptoms that may need specific observations conditions.

In fact, the knowledge used took benefit from the important validation task
pointed in the previous section and from the more numerous measurements
accessible on-line. Besides, other functions had been implemented to take into
account more complex attributes. Finally, transition phases were taken into
account so that observation of several stabilized running points was possible,
as well as the transition phases themselves. Hence, the previous malfunctions
were described both more properly and in greater details.

But the main change in this prototype is that data are now read directly
(using a Dynamic Data Exchange link) from the data acquisition tool (see Fig-
ure 1). As the acquisition tool has time priority, our prototype only reads data
every 500 ms (formerly 100 ms) in order to keep enough time for and

computations. All those operations are very little time consumming, but
the constraints are very high. Time could also be gained with less feedback, but
such a feedback (see Figure 4, for instance) is essential during the development
process.

Another point to keep in mind is that only the measurements specified for
the data acquisition tool are seen. In other words, there may be up to more
than 200 measured channels or less than the 131 former ones. Thus, it may
be necessary to add some channels during a calibration (that usually does not
need them) for the sake of diagnosability.

An example of result is given in Figure 4. This section gives the main issues
for a complete 20 minutes demo, testing the prototype on-line and even for
some multiple malfunctions.

The results are better with this on-line prototype: Each malfunction is de-
tected when it occurs and there are no false alarms for normal behaviour. This
is mainly a benefit from knowledge validation. Besides some multiple (non-
dependant) malfunctions were successfully tested. On top of that, all malfunc-
tions are detected within 10 s time after they occur. Yet, this should be recon-
sidered, as, in the demo, the running points which are important to reach to
observe the symptoms are known. It is very likely that a malfunction could be
ignored for hours otherwise. This is one more point that asks for more knowl-
edge, so that at least the presence/absence of one symptom may be computed



448

for each malfunction, whatever the running point. Moreover, the malfunctions
that still have too little knowledge provided, give some false alarms. More
specific knowledge is needed to avoid them.

5. Conclusion
This paper has presented the prototyping results of a long term project in

fault diagnosis applied to engine dyno test benches. Thus, it gives the whole
evolution from the very first prototype to the actual. It takes into account not
only the diagnosis process, but also all the necessary knowledge considerations
for such a tool to be effective. It explains the results obtained at each stage, the
problems we encountered and how they were solved.

This incremental process is one of the key of the success of this project.
The begining of the project was quite unsure as huge amount of work had
to be carried out, including promoting BEST inside the company. Today, a
full prototype is implemented, from knowledge formalization to malfunction
detection and the database contains about half of the malfunctions.

Some work still need be done, as implementing the real observation validity
and errors. The extensions of the approach presented in [de Mouzon et al.,
2001] should also be implemented to allow for multiple and cascading mal-
function diagnosis.
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Abstract: This paper presents a Case Based Reasoning (CBR) approach to identifying
micro-architecture anti-patterns and replacing them with “good” patterns in
order to improve the design of software system. The resulting system design
benefits from better flexibility for adapting to future requirement change and
expansion. In this approach, both problematic inflexible structures and their
corresponding refactoring designs are formally defined and organized in a case
base. The identification of anti-patterns is carried out through similarity
measurement on class diagrams, sequence diagrams, OO quality metric and
semantic constraints. A supporting system CBDIT was developed to aid this
approach.

Key words: Case Based Reasoning, Design Pattern, Anti-Pattern, Program Evolution,
Refactoring.

1. INTRODUCTION

Once a software product is delivered, the maintenance cycle begins,
where continuous changes need to be made to the software product to
accommodate further user requirements or adapt to new hardware or
software environment. One of the barriers to enabling a smooth software
maintenance cycle is the stiffness in the design of micro-architecture of
many software systems. Identifying and removing the stiffness of these
software design - so called “anti-patterns” will improve the effectiveness and
efficiency of software maintenance.



450 Tie Feng, Jiachen Zhang, Hongyuan Wang1, Xian Wang

Design pattern is commonly used in object-oriented design methodology
to capture objects, collaborations and distribution of responsibility [1]. Anti-
pattern is the next step to designing pattern research. Informally, an anti-
pattern is a generalization of commonly occuring design solution to a
problem that has negative consequence [2]. Most of existing work focuses
on describing design pattern, especially anti-patterns, in natural language.
We envisage that to be able to represent anti-patterns in formal language and
provide a tool to automatically support the identification of anti-patterns and
replace them with good quality design patterns will significantly advance the
state of the art in this area.

Various attempts have been made in applying AI techniques to
engineering practice. One of the most popular AI techniques is CBR that, in
the context of software design improvement, can help capture experienced
software design knowledge in an accumulated way. The captured software
design can be used as big knowledge blocks to identify the problematic
micro-architectures.

The following sections are organized as follows. Section 2 introduces the
pattern language we use. Section 3 gives an example of anti-pattern and how
it can be improved. Section 4 describes the framework of representing case.
Section 5 illustrates the procedure of retrieving cases and provides an
algorithm for identifying anti-patterns in software design. Section 6 presents
an algorithm of applying cases through FACADE-oriented method. Section
7 introduces the architecture of CBDIT, CBR-Based Design Improvement
Tools. The related work can be found in Section 8 and finally we reach
conclusion.

2. SOFTWARE DESIGN PATTERN LANGUAGE

A software design can span across seven architectural levels, namely,
global, enterprise, system, application, macro-component (framework),
micro-architecture and object. Micro-architectural level contains a group of
cooperative objects that inter-play with each other. The audience of micro-
architectural design is normally programmers who implement the software
system.

In our system, we adopt the following design language that contains class
and relationships between classes. The class has the same meaning as that
can be found in OO language. The relationships between classes can be
classified into:

Inh(C1, C2), where Class C2 inherits Class C1.
Agg(C1, C2, m), where an object of Class C1 is aggregated by one or
more objects of Class C2.



CBR And Anti-Patterns Based Software Design Improvement 451

Ini(C1, C2), where an object of Class C1 initiates an object of Class C2.
Del(C1, C2), where an object of Class C1 delegates an object of Class C2
to fulfill some task.

Figure 1 shows an example of static design denoted in our design
language.

Figure 1. An Example for Static Design

In addition to static design, we also capture the dynamic behavior of
software system. Similar to UML, where dynamic behavior is described by
sequence diagram and collaboration diagram, we describe the interaction
among objects using interaction sequence. An interaction sequence is
represented as a list of tuples with three elements: initiating object, response
object and message signature. Formally, we have

IS = (io,ro,msg)*, where IS is the interaction
sequence; is the set of objects interact with each other at runtime; is the
set of messages between two objects; io is the initiating object and ro is the
response object. Figure 2 shows an example of dynamic behavior of system
design.

Figure 2. An Example of Dynamic Behavior of System Design

The interaction sequence is important for identify occurrence of
problematic behavior, such as over-frequent interaction with database.
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3. AN EXAMPLE OF PATTERN AND ANTI-
PATTERN

In this section we give an example of an anti-pattern instance using the
denotation of the previous section and, in comparison, an improved pattern.
First we have the following definition:

An architecture D is called micro-architecture anti-pattern, if it satisfies
the three conditions:

(2) D caused, in practice, quality problems in performance and
extensibility for at least 3 times. (3) There are more than eight classes
and objects in D.

Anti-pattern is an abstraction of a family of anti-pattern instances. Anti-
pattern and anti-pattern instance is different in that the names of classes,
objects and messages in the former are usually domain-independent (such as
abstract product, concrete product, etc.), whereas the those elements in the
latter are domain-dependent (such as staff, toolbar, etc.) Also, the number of
classes and objects in anti-patterns is much smaller than that in anti-pattern
instances because the classes and objects in anti-pattern have comprehensive
typicality. Figure 3 shows an example of Anti-pattern and its corresponding
XML expression. The result of expected design after improvement can be
found in Figure 4.
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Figure 3. An Example of Anti-pattern and Its Corresponding XML Expression

Figure 4. Result of Improved Design using Our Approach

4. REPRESENTING CASE

In our design improvement process, we have cases that capture five
attributes, namely, Anti-Pattern Description (APD), Semantic Constraints
(SC), Quality Metrics Before Improvement (QMBI), Pattern Description
(PD) and Quality Metrics After Improvement (QMAI).

4.1 Describing Anti-pattern and Pattern

Both APD and PD contain four sub-attributes: name, effect, static
structure and dynamic behavior. Static structure and dynamic behavior play
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important role in the similarity measurement of patterns; they can be
represented in the forms of UML diagram, structure graphs, XML
documents and adjacency list and stored in XML files or SQL databases.
Definition 4.1 A class structure graph is denoted by where

is a finite set of nodes indicating classes, is a finite set of
edges indicating relationships, is a edge labeling function,
and contains symbolic labels for edges.
Definition 4.2 An object structure graph is denoted by
where is a finite set of nodes indicating objects, is a finite set
of edges indicating messages, is a edge labeling function, and

where contains symbolic labels for
edges.

It is obvious that both class structure graph and object structure graph are
special examples of directed labeled graph in which symbolic label for node
and node labeling function are ignored. The symbolic label for node and
node labeling function are deliberately neglected in our approach to
guarantee that original design could be equivalent to domain-independent
case by renaming its nodes. On the other hand, if detailed information is
needed to compare original design with domain-specific case, that
information can be easily retrieved from UML diagrams and XML files. Our
main focus here is the structure of classes and objects. As an example, the
class diagram shown in Figure 1 can be transformed to class structure shown
in Figure 5 (a), and the sequence diagram shown in Figure 2 can be
transformed to object structure graph, shown in Figure 5 (b).

Figure 5. Simplified Class Structure Diagram and Object Structure Diagram

Definition 4.3 Let be two class structure
graphs or two object structure graph, the map from to is denoted by

maps to one and only one
which satisfies:

denoted by
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if and then
maps to ,denoted as

From above definition, it is obvious that if there is a map from to
the number of nodes in is equal to or less than that of In

the context of anti-pattern identification, if we can find a map between an
anti-pattern and a trunk of graph in the original design, the anti-pattern is
thereby identified and the case attached to the anti-pattern can be retrieved
and applied to the original design, for instance, the anti-pattern is replaced
with a good design pattern.

It is also noted that different relationships in a class diagram contribute
differently to describing the static structure of a case. Thereby, every edge in
the class structure graph in APD is assigned with a weight to denote that
contribution. The weight can be adjusted by domain experts. Similarly,
every edge in the object graph in APD is also assigned with a weight value.

Let NEC be the number of edges in class structure graph representing class
diagram in APD, the default weight of each edge is assigned as
0.3*(1/NEC).

Let NEO be the number of edges in object structure graph representing
sequence diagram in PD, the default weight of each edge is assigned as
0.2*(1/NEO).

4.2 QMBI and QMAI

QMBI and QMAI each contain eight sub-attributes: Weighted Methods
per Class (WMC), Number of Children (NOC), Depth of Inheritance Tree
(DIT), Response for a Class (RFC), Coupling Between Objects (CBO), Lack
of Cohesion in Methods (LCOM), Number of Abstract Class (NOAC) and
Number of Relation with Abstract Class (NRWAC). The definition of the
first six sub-attributes can be found in [3]. In addition, we believe that the
last two sub-attributes, in the micro-architecture context, implies the rate of
application of polymorphism mechanism in OO design – an indicator of
extensibility of an OO system, and thereby also need to be included. As an
example, the NOAC and NRWAC for the designs in Figure 3 and Figure 4
are listed in Table 1.
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4.3 Semantic Constraints

Structural information alone is not sufficient to decide whether change
can be made to the original design. Take the following case for example,
although there exists a structural mapping between the design on the left-
hand side in Figure 6 with that in Figure 3, the two are not referred to the
same design pattern because of the mismatch of the semantic information
here. As a result, we need to incorporate semantic information into the
matchmaking process.

Figure 6. An Example for Structually-Matched while Semantically-Not-Match Design

Semantic constraints are represented by weighted logic predicates that
describe design knowledge. For example, the semantic constraints in the
design improvement case shown in Figure 3 and Figure 4 are given as
below:

MeaningSimilar

Invoke

The facts that satisfies the above predicates are:

Let NSC is the number of semantic constraints, the default weight of each
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predicate is assigned as 0.3*(1/NSC). For example, default weight of
MeaningSimilar, Invoke and equations are both 0.3*(1/3) = 0.1.

Synonym library can be consulted to judge the value of predicates, such
as MeaningSimilar. Synonym library are indexed by domain name and part
of speech. In our system, 8 domains are considered: Manufacturing,
Telecommunications, Health care, Insurance, Financial services,
Professional services, Travel and E-Commerce Models. Our survey suggests
that complete data model resource has been explored, however very few
work on domain application model resource has been explored [4]. With the
application of the system, more domain catalogs and synonyms can be added
by the domain experts.

5. RETRIEVING CASES

Case retrieval consists of 4 parts: class structure graph match, object
structure graph match, quality metric data match and semantic constraints
match. In our approach, the maximal values of degree of similarities

and of above 4 parts are guaranteed as 0.3, 0.2, 0.3 and 0.2
according to our calculation method of degree of similarity. That is Max

5.1 Similarity Measure of Structure Graphs

After designs are transformed into directed labeled graphs (class
structure graph and object structure graph), algorithms for matching class
diagrams and for matching sequence diagrams are similar. Matching
problem is equivalent to a sub-graph isomorphism detection problem.
Although sub-graph isomorphism detection problem has been shown to be
NP-complete [5], graphs transformed from diagrams of APD are very small
ones usually only with less than 8 nodes. Furthermore, there exist
techniques, such as tabu search [6], which use domain specific knowledge
for graph-structured case retrieval, and decomposition approach [7].

Taking class structure graph as example (the algorithm for object
structure graph is similar), to measure degree of similarity of two graphs, we
first represent class structure graph as adjacency list. An adjacency list is a
representation for a directed graph that has n vertexes and an array of n lists
of vertexes. List i contains vertex j if there is an edge from vertex i to vertex
j. Adjacency list records information of node index, some marks indicate
node counterpart, edge label, weight of edge, whether a node or an edge has
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been successfully checked, and so on. The algorithm for matching between
two adjacency lists is listed in Figure 7.

Input: two adjacency lists, one represents class structure graph of APD
(adjAPD), the other one represents original design (adjOD); a
threshold of degree of similarity (TDS).

Output: adjacency lists, each represents a sub-graph of class structure graph
of original design which have a higher DS than TDS.

Figure 7. Algorithm for Matching between Two Adjacency Lists

5.2 Similarity Measure of Quality Metric Data

where and meaning are

listed in Table 2. It is obvious that obtains its maximum 0.2 when
All
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5.3 Similarity Measure of Semantic Constraints

where n is the total number of semantic constraints;

if the ith semantic constraint is satisfied; otherwise. It

is obvious that the maximum value of

6. FACADE-ORIENTED CASE APPLICATION

Figure 8. Algorithm of FACADE-Oriented Case Application
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Case application is the procedure to replace the problematic micro-
architecture. The algorithm for FACADE-oriented case application is listed
in Figure 8.

Input: a set of selected cases which will be applied into original design,
original design

Output: a sequence of improved designs, each one of which is obtained
by appling one case.

7. CBDIT: A CBR-BASED DESIGN IMPROVING
TOOL

Figure 9. Architecture of CBDIT

The architecture of CBDIT, which is shown in Figure 8, includes four
sub-systems.

UML Editor sub-system is designed to visually draw class diagram and
sequence diagram.

Design Extraction sub-system is designed to extract design information
from legacy code with incomplete design documentation.

DB and KB Management sub-system is designed to create, delete,
modify and search data and knowledge stored in databases and
knowledge bases.

CBR Reasoning Engine is the heart of CBDIT whose working
mechanism has been explained in previous sections.
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8. RELATED WORK

Paulo Gomes [8] presented a method of using CBR for automating
software design patterns and implemented it into a system called
REBUILDER. Differences can be identified between Gomes’s method and
ours:

The cases in REBUILDER are used to capture similar design pattern
across applications, whereas our cases are specifically designed to
describe anti-patterns.

REBUILDER uses WordNet to help retrieve design cases. In Wordnet,
single terms are interconnected through simple relations. However, a
single word is insufficient in describing and matching case. In our
approach, we use context information, such as combined graph and
semantic information, to help identify cases.
Alexandre L. Correa [9] described an approach that uses heuristics,

design patterns and anti-patterns to reusing object oriented design expertise
and a tool called OOPDTool. In their method, OO design constructions are
identified by meta-model predicates and rule-based reasoning.

Richard C. Gronback [10] introduced a mechanism of using audits,
metrics and refactoring in Boland Together ControlCenter to remodel
software. This method is driven by the automated measurement of quality
factors, such as CBO (Couplings Between Objects), RFC (Response For
Classes), and audits, such as NOIS (Negation Operator on ‘if’).
Unfortunately, only conversation based manual refactoring interface is
provided.

Jirapun Daengdej [11] attempts to use CBR for design reuse. However,
their method doesn’t address design pattern or anti-pattern issue. Instead,
they search similar E-R diagram in design library given some domain
specific key words.

There is also some other research work on applying design patterns to
legacy code analysis [12][13][14]. However, their focus on design patterns is
to improve the understandability of legacy system.

9. CONCLUSION

This paper describes an approach to improving software design for
increased flexibility, expansibility, and maintainability of object-oriented
system. Based on CBR technique, this approach is capable of identifying
micro-architecture anti-patterns in original design and substituting it with
high quality designs.
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The future work includes efficiently addressing the variation of micro-
architecture anti-patterns, extending knowledge base to cover more
application domains and design knowledge, and developing powerful
reengineering tool to help extract more precise design information.
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A DECISION SUPPORT SYSTEM (DSS) FOR THE
RAILWAY SCHEDULING PROBLEM*
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Abstract The recent deregulation occurred in the public railway sector in many parts of
the world has increased the awareness of this sector of the need for quality ser-
vice that must be offered to its customers. In this paper, we present a software
system for solving and plotting the Single-Track Railway Scheduling Problem
efficiently and quickly. The problem is formulated as a Constraint Satisfaction
Problem (CSP), which must be optimized. The solving process uses different
stages to translate the problem into mathematical models, which are solved to
optimality by means of mixed integer programming tools. The Decision Support
System (DSS) we present allows the user to interactively specify the parameters
of the problem, guarantees that constraints are satisfied and plots the optimized
timetable obtained.

Keywords: Planning and Scheduling, Railway Scheduling Problems, Industrial Application
of AI

1. INTRODUCTION
The recent deregulation in the public railway sector in many parts of the

world has increased the awareness of this sector of the need for quality ser-
vice that must be offered to its customers. Under pressure for improvement,
computer tools have been developed to help planners do their work more effi-
ciently and quickly. In this context, the timetable planning plays a fundamental
role in the management and operation of a public transport system. Nowadays,
software tools offer effective support for the construction of schedules. Many
of the proposed tools are of the form of an interactive what-if application,
in which the goal is to obtain feasible solutions quickly rather than obtaining
an optimized solution. Information on network topology, engine properties
as well as user requirements are stored in databases. Graphical user interfa-
ces allow schedule planners to build and edit schedules interactively based on

*This work has been supported by a join contract RENFE-UC/UPV
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time space diagrams that contain lines representing trains serving each route.
However, the automatic generation of feasible schedules still remains too time-
consuming. In particular, currently implemented algorithms are still too slow
for networks of real-world size. In fact, existing software tools such as HAS-
TUS, FBS, BERTA, MICROBUS, VISUM ÖV 7.0, ptv interplan, and solutions
by TLC GmbH, Berlin, D are limited to only modifying an already existing ti-
metable [4]. Although the use of such tools can be valuable, a train scheduling
tool that is also capable of finding optimal solutions for the problem within a
reasonable computational time is equally desired.

In this paper, a computer tool that is able to obtain optimized railway run-
ning maps1 is presented. The running map will contain information regarding
the topology of the network and the schedules of the trains; that is, arrival and
departure times of trains at each station, frequency, stops, etc. The resulting
optimized running map combines user requirements and deals with a wide va-
riety of the complex constraints encountered in practical train scheduling.

2. THE TRAIN SCHEDULING PROBLEM
Planning of train schedules is a part of the general planning process of traf-

fic systems and is traditionally broken down into several stages that have to be
completed before a train schedule can be created. These stages are: Network
Planning, Line Planning, Train Schedule Planning and Stock and Crew Plan-
ning. Planning rail traffic problems are basically optimization problems that
are computationally difficult to solve as they belong to the NP-hard class of
problems. Hence, efforts in the development of new, powerful, exact and heu-
ristic algorithms are justified. The models and methods applied to solve these
problems have been analyzed in [1], [3].

The majority of the papers published in the area of periodic timetabling in
the last decade are based on the Periodic Event Scheduling Problem (PESP)
introduced by [9]. Schrijver and Steenbeek in [8] developed a constraint pro-
gramming based solver called CADANS to solve the feasibility problem. Na-
chtigall was the first to consider the objective function to be to minimize the
passenger waiting time [5]. In [6] they developed a genetic algorithm to solve
the problem in a context with two criteria taking into account investments in
infrastructure over improvements in passenger waiting time. Odijk in [7] deve-
loped a cutting plane algorithm to solve the feasibility problem. His objective
was to quickly generate a set of feasible timetables in order to be able to eva-
luate infrastructure projects. Recently, Caprara, Fischetti and Toth have propo-
sed a graph formulation for the problem using a directed multigraph in which

1We consider a running map as an association between trains and the arrival and departure times at/from
each location in their paths.
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nodes correspond to departures/arrivals at a certain station at a given time ins-
tant [2]. This formulation is used to derive an integer linear programming
model that is relaxed in a Lagrangian way. In their formulation, the objective
is to maximize the sum of the benefits based on the differences between actual
traversal times and ideal timetables, of the scheduled trains.

Figure 1. Each oblique line represents the position of a train depending on the time (axis x).

3. DESCRIPTION OF A SINGLE-TRACK RAILWAY
SCHEDULING PROBLEM (STRSP)

Consider a STRSP problem defined by:

a set of ordered locations that must be visited by each
train. Each is a place to stay or pass through. A pair of adjacent
locations is joined by a single-way track.

a set of trains for each direction and Given the sequence of
locations L, visits the locations in the order given by
the sequence (down direction), and visits the locations
in the opposite order (up direction). The variable represents the ith
train that starts the journey in a given direction (see Figure 1).

a journey for trains and in L specifies the traversal time for each
section of track and each direction in L and and the
minimum stop time for commercial purposes in each

1

2

3

Considering and as the departure and arrival times of train
from/at location the STRSP consists in finding the optimal running map

(with minimum average traversal time) that satisfies all the following cons-
traints2:

Time Intervals to start the journey by the first train in each direction,
and

2The constraints are related to railway infrastructure, parameters of trains to be scheduled and traffic rules.
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Frequency Constraint specifies the period between departures
of two consecutive trains in each direction at the same location,

Stopover Constraint: a train must stay in a location at least time
units,

Exclusiveness Constraint: a single-way section of track must be occu-
pied by only one train at the same time,

A conflict occurs when two trains going in opposite directions require the
same section of track at the same time. We denote
when and compete for the section track The crossing
of two trains going in opposite directions can be performed only at locations
where one of the two trains has been detoured from the main track. This ope-
ration requires a reception and expedition time for the detoured train.

Reception Time Constraint: At least are required time units at lo-
cation between the arrival times of two trains going in the opposite
direction (Figure 2),

Figure 2. Reception and Expedition time constraint

Expedition Time Constraint: At least are required time units at loca-
tion between the arrival and departure times of two trains going in the
opposite direction (Figure 2),
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Precedence Constraint: each train employs a given time interval
or to traverse each section of track or in
each direction,

The complexity of the problem lies mainly in the number of conflicts that
can appear during the generation of the running map. In each conflict, one of
two trains must wait for the release of the section of track (priority assignment).
This problem is a well known NP-hard problem which makes exploring all
possibilities for optimality complex and inefficient. In the DSS system, the
search space is drastically reduced by means of a pre-processing stage before
applying CSP techniques to solve the problem.

4. THE SOLVING TOOL: A DEPENDENT-DOMAIN
CSP

The architecture of our system is shown in Figure 3. First, the user gives the
parameters of a required running map (L1): which journeys, number of trains,
time interval to start the journey and frequency. All parameters are stored in a
common database and used by the solver process (L2). Finally, the solution is
shown graphically to the user (L3), who can interact with the system.

Figure 3. General System Architecture

The main module is the solver process, which obtains an optimized running
map (L2 in Figure 3). This process is efficiently performed by identifying,
solving, and replicating a given pattern.

4.1 Identification of replication patterns
The identification of replication patterns to reduce complexity in order to

solve STRSP is based on the concept that we have named Equivalent Conflicts:
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Two conflicts (conflict between and for the section of track
and (conflict between and for the section of track are
equivalents if and only if:

they occur in the same section of track (i.e.:

for each conflict (i.e.: each conflict of with another train
for a section track there exists one conflict (conflict be-
tween and another train for a section track or vice versa;

for each conflict a conflict exists or vice versa.

For instance, in Figure 4, and (which represent to and
respectively) are equivalent conflicts due to the following:

They occur in the same section of track.

all conflicts between and any other occur in the same
section of track that all conflicts between and respecti-
vely.

all conflicts between and any other occur in the same section
of track as all conflicts between and respectively.

Figure 4. An example for equivalent conflicts and pattern identification

The concept of equivalent conflicts allows us to identify patterns in a running-
map. A pattern is a part of the whole running map, where only non equivalent
conflicts exist (Figure 4). Each possible start departure time in each direction
gives rise to a set of non-equivalent conflicts and a consequent pattern. Solving
a pattern implies solving the complete running map, because if the related set
of non-equivalents conflicts is solved, all equivalent conflicts may be solved
similarly. That is to say, the complete running map can be obtained by replica-
ting the solved pattern. Finding and replicating the pattern with minimum cost
produces the optimal running map. Thus, the basic process consists in iden-
tifying and solving the patterns for each possible start departure time in each
direction (Figure 5 shows how a pattern for a given start departure time is iden-
tified and solved), and choosing the pattern with minimum cost and replicating
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it along the running map. It is important to remark that once a pattern is identi-
fied, increasing the number of trains does not increase the problem complexity.

Figure 5. Outline of the algorithm

4.2 Algorithm for Single-Track Railway Scheduling
The pattern to be solved and replicated depends on the set of non-equivalent

conflicts which in turn depends on the initial departure of the trains. The al-
gorithm to identify and to solve patterns has three nested loops (Figure 6):
Loop 1 explores departure times for the first trains in each direction, Loop 2
explores assignment of priorities for trains and Loop 3 identifies the set of non-
equivalent conflicts. Constraints are generated only for the subset S of trains
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implied in the current set of non-equivalent conflicts‚ and solved (if possible)
according to the assignment of priorities given by the second loop.

Once all possible sets of non-equivalent conflicts (patterns) are identified
and solved‚ the best solution is replicated to obtain the optimal running map.

Figure 6. Main steps in the algorithm

5. CAPABILITIES OF THE DSS FOR THE STRSP
The DSS developed in this work is a tool for solving a STRSP according

to the values specified by the user for given parameters: frequency‚ number of
trains‚ journey‚ and start time interval‚ for each direction. The system consi-
ders the set of parameters with their corresponding values as a request. Once
the problem has been parameterized‚ the system solves it‚ saving the obtained
running map in a database for its later graphical display. Figure 7 shows an
example of a request solved by the DSS. In this example‚ for each direction the
user composes his request choosing: a frequency (1 hour)‚ a journey‚ a number
of trains (100) and a time interval to start the journey (6:00-6:30 for DOWN
and 8:00-8:30 for UP). The system took 25 seconds to solve this problem using
an Intel Pentium 4 1‚6 GHz processor. The user interface of the DSS allows
the parameters to be easily modified obtaining a solution for each request. This
makes the DSS an appropriate tool application for what-if analysis. The num-
ber of trains that could be allocated in one day in the running map with a given
frequency‚ or the best departure time to start a given journey‚ in order to obtain
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the minimum average traversal time‚ etc‚ are some examples of useful infor-
mation for the final operator. The graphical interface through the space-time
diagrams shows the topology of the solution in a clearer way.

Figure 7. An example using the application

6. RESULTS
In this section we evaluate some problems‚ whose value parameters can be

applied to practical cases. Each constraint satisfaction problem is defined by
the pair where is the number of trains and is the frequency be-
tween consecutive trains. In Table 1‚ we present the execution time in problems
solved with DSS and general constraint solvers (LINGO‚ CHEEP‚ CPLEX‚
etc)‚ where the number of trains was increased from 10 to 50 while the fre-
quency was fixed to 60 and problems where the frequency was increased from
60 to 120 and the number of trains was fixed to 20. In both cases‚ the number
of locations was 40 and the departure time was [06:00:00 - 06:30:00] in down
direction and [05:30:00 - 06:30:00] in up direction. The problems were solved
with an Intel Pentium 4 1‚6 GHz processor.

In Table 1‚ we observe that DSS reduces considerably the execution time
in all cases due to it reduces the search space using the heuristic described in
previous sections while general solvers provide the optimal schedule without
preprocessing and they must study the complete problem.

7. CONCLUSIONS AND FUTURE RESEARCH
In this paper‚ a DSS to solve the Single Track case of this problem has been

developed. The system provides the user with an interface to parameterize the
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problem. It solves the request in an optimal and efficient way using CSP gui-
ded by the proper characteristics of the problem‚ thereby reducing the search
space and hence the computational effort. The user can obtain different run-
ning maps for easier and more effective decision making. The current system
is being validated by a railway company. Future work will address to the ex-
tension of the method in order to deal with double tracks and networks already
occupied by other trains.
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Abstract Scheduling problems overall assume that it is possible to identify stable criteria
definitions measuring the quality of alternatives. In real world problems how-
ever‚ this does not necessarily have to be the case. Situations may change over
time or even within the decision making process‚ and so may criteria and prefer-
ences of the decision maker.

The paper presents an interactive multicriteria guided optimisation frame-
work for production scheduling. The methodology enables the decision maker
to successively change the definitions of optimality criteria and his/her prefer-
ences. The methodology was tested on a real-world scheduling problem faced
by the Sherwood Press Ltd‚ a printing company based in Nottingham‚ UK.

Keywords: Planning and Scheduling‚ Evolutionary Systems‚ Genetic Algorithms

1. Introduction
Scheduling in real-world manufacturing environments is a complex problem

with a considerable amount of research activities in the fields of operations re-
search‚ computer science and artificial intelligence‚ going back several decades
(Brucker‚ 2001). The general problem of scheduling can be described to be a
problem of assigning resources to tasks over time subject to a set of side con-
straints (e.g. resource capacity constraints‚ etc.) with the goal of optimising
one or more objectives.

Over the years‚ various classes of scheduling problems have been investi-
gated‚ and consequently different methods have been developed (Pinedo‚ 2002).
Nevertheless‚ the impact of scheduling research on the real world problems has
been limited. One of the reasons is that scheduling algorithms usually employ
a single objective function which often fails to reflect preferences of the deci-
sion maker.

Multicriteria approaches to scheduling allow the integration of several‚ usu-
ally conflicting aspects or ‘points of view’ (Roy‚ 1996) that have to be con-
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sidered simultaneously. Due to the complexity of most problems heuristic and
metaheuristic techniques have been used for their solving with increasing pop-
ularity (Coello Coello et al.‚ 2002).

This paper presents a methodology which enables the decision maker to
change the set of optimality criteria and his/her preferences during the search
process. The paper is organised as follows. Some concepts of multiobjective
optimisation relevant for this paper are given in Section 2. Section 3 describes
the production scheduling problem that was studied. Section 4 proposes a
novel framework for interactive multicriteria optimisation‚ overcoming restric-
tions. The proposed methodology was tested on real-world data provided by
Sherwood Press‚ a printing company based in Nottingham‚ UK‚ and the results
are presented in Section 5. Conclusions are given in Section 6.

2. Concepts from multiobjective optimisation
The multicriteria decision making (MCDM) process involves four phases

shown in Figure 1: formulation of a model which includes identification of op-
timality criteria and identification of the alternatives (the search space)‚ search
for the alternatives‚ the choice of the most preferable alternative and the execu-
tion of the selected solution. With each schedule a vector of objective

functions is associated.

Figure 1. Multicriteria model building‚ search‚ and decision making process.

As criteria may be conflicting‚ the notion of optimality is interpreted in the
sense of Pareto optimality (see e.g. Van Veldhuizen and Lamont‚ 2000)‚ which
is based on the concept of dominance relations among objective vectors. With-
out loss of generality‚ we assume in the further descriptions the minimisation
of objective values.

DEFINITION 1 (PARETO DOMINANCE RELATION) A vector of objective
functions G(S) is said to dominate an vector if and only if

We denote the dominance of a vector G(S) over
a vector with
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Using the dominance relation‚ the definition of Pareto optimality is derived
as follows.

DEFINITION 2 (PARETO OPTIMALITY) A solution S is said to be Pareto
optimal if and only if The set of all Pareto optimal
solutions is called the Pareto set P for which holds.

As visualised in steps 2 and 3 in Figure 1‚ the solving of the scheduling
problem can now be seen in identifying a most preferred schedule
which itself is twofold. First‚ a Pareto optimal schedule is computed‚ which is

if the scheduling problem for at least one criterion definition is
(Ehrgott‚ 2000). Second‚ an element has to be selected. Three general
strategies are possible.

A priori. The preferences of the decision maker are obtained before the
search.

Interactive. The problem solving alters between search and decision
making‚ successively revealing preferences.

A posteriori. After identifying the Pareto set P‚ the decision problem is
solved using multicriteria decision aiding techniques (Vincke‚ 1992).

(i)

(ii)

(iii)

While a few approaches combine the set of criteria to an overall evalua-
tion function (Allahverdi‚ 2003)‚ most existing applications to multicriteria
scheduling are a posteriori approaches of Pareto optimisation (Bagchi‚ 1999).
Interactive applications are however comparably scarce (Hapke et al.‚ 1998).

3. Problem statement
Machine environment

We investigated the scheduling problem faced by the Sherwood Press print-
ing company which may be best characterised as a flexible job-shop problem
with release dates and due dates et al.‚ 2001). The machine envi-
ronment is characterised by a set of machines organised
into disjunct working centres. Seven working centres have been identified to
be of relevance for scheduling: printing‚ cutting‚ folding‚ cards insertion‚ em-
bossing/debossing‚ gathering/stitching/trimming‚ and packaging.

As processing times depend on both the machine and the particular task‚ the
working centres may be regarded as consisting of unrelated parallel machines.
The availability of the machines changes over time. Some machines may also
be operated on Saturdays while others are only available from Monday till Fri-
day. Compared with problems known from literature‚ in the described problem
shifts of the job floor have to be respected‚ allowing the assignment of tasks to
machines only within a specific time window on each day.



Scheduling in the investigated problem has to deal with a set
of jobs, each of them consisting of a set

of tasks. The tasks are ordered with respect to a technically required
processing sequence which is known in advance. Associated with each job

is a release date a due date and a nonnegative weight reflecting
its relative importance for the decision maker. While the release date must
not be violated, the due date constraints are desirable to satisfy but is is often
impossible to find a solution which violates none of them.

Each task being able to be processed on one or several machines of a
certain working centre, has a quantity indicating the size of the task, e.g.
the amount of sheets that have to be printed. Furthermore, processing times

setup times and cleanup times for each task on machine
are given.

It has to be noticed that some tasks are not processed as a whole as they
would exceed the capacity of the processing machine on a certain day. These
tasks are split into smaller processing units called lots. In a general formula-
tion, for each task exists a set of lots

Here, a lot has a quantity such that

While setup- and cleanup times are not dependent on the quantity of the lot,
the processing time of lot on machine can be computed as

In the studied problem, the decision about how to split tasks with longer pro-
cessing times is not treated separately from the problem of finding a schedule,
and the lot quantities are additional decision variables.
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Job characteristics

Optimality criteria
Meeting the agreed due dates is an important goal. Taken the completion

time of job we are able to obtain the total weighted tardiness:

where



Although the splitting of tasks into lots may enable a parallel processing
and a possible earlier completion, setup- and cleanup times are together with
the organisational overhead accordingly increased. The second objective is the
minimisation of the number of lots.

Given the defined objective functions and the problem can now be
treated as a vector optimisation problem.

However, the definition of optimality criteria cannot be regarded as exhaus-
tive due to two reasons:

4. A novel framework for interactive multicriteria
optimisation

In the proposed framework, the decision maker is allowed to redefine the set
of criteria interactively during the search process in order to refine the notion
of optimality according to the specific situation. Three cases are possible:

1

2

3

A new objective function is introduced.

An existing objective function is removed from the objective vector G(S).

An existing evaluation function is altered. As an example, the weights
of the jobs may be changed during the search.

1

2

In practice, the general objective functions aggregate tardiness and num-
ber of lots over a large number of jobs, implying the possibility that
different schedules might have similar or even identical evaluations.

It may not be possible to formulate all desired objectives in the phase of
the model construction, meeting the formal requirement of exhaustive-
ness of the set of criteria (Bouyssou, 1990). Some information might not
be present from the very beginning but are discovered during the search
and decision making process.

As a result, it may occur that none of the Pareto optimal solutions given a
certain definition of criteria is preferred by the decision maker.

While existing multicriteria approaches already consider the problem of
possibly changing preferences during search in interactive techniques, a me-
thodology for changing optimality criteria, to our knowledge has not been pro-
posed yet.
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Obviously, changes within the objective vector have an impact on the eval-
uation of the alternatives. A closer investigation reveals that the concept of
Pareto optimality may not be sufficient to anticipate possible changes of the
set of criteria. We therefore propose the concept of weak nondominance to be
used.

DEFINITION 3 (WEAK NONDOMINANCE) An objective vector G(S) is said
to be weakly nondominated if and only if

With respect to Definitions 2 and 3, a Pareto optimal solution is also weakly
nondominated but not vice versa. However, weakly nondominated solutions
may become Pareto optimal if the definition of criteria is altered such that a
criterion for which inequality within the objective vector holds is removed.

During the search, all weakly nondominated solutions are kept in an archive,
which is successively updated. The introduction of conflicting criteria accord-
ingly results in an archive having a larger cardinality.

Figure 2. Multicriteria guided evolutionary algorithm.

An evolutionary algorithm for interactive scheduling
The proposed framework is based on an evolutionary algorithm. A popu-

lation oriented approach has been chosen for implementation as a whole set
of weakly nondominated solutions should be found simultaneously. As the
pseudo code for the algorithm in Figure 2 shows, in the case of occurring
changes of the optimality criteria the weakly nondominance relations among
the individuals of the population are updated, resulting possibly in a removal
of alternatives that do not meet Definition 3.

Lot-sizing
The splitting of larger tasks is crucial for the further assignment to the ma-

chines. Numerous small lots should be avoided, while tasks with longer pro-
cessing times have to be devided such that they meet the availability time win-
dows of the machines. A probabilistic decision rule has been used to decide
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Figure 3. Probabilistic splitting of tasks depending on their processing time

whether tasks should be split into smaller processing units. For each task
a probability of splitting is derived depending on its processing tune on
machine With respect to the known daily capacity of the machines and
the duration of the shifts, tasks are not split if their processing time is lower or
equal to 7 hours (shift is 8 hours). Starting with 7 hours, the split probability
is monotonically increasing up to a maximum value of 1 being reached at 13
hours which is depicted in Figure 3.

In the case of a splitting, a uniform number of splits between and
is chosen.
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Representation and decoding
The schedule encoding of the evolutionary algorithm consists of a set of

job permutations, one for each machine. At the beginning of the optimisation
procedure, lots are assigned randomly to technically possible machines and
their sequences are randomly generated. As different assignments are possi-
ble, the permutations of the machines can have different elements (lots) and
consequently can be of different length.

To obtain a schedule with start and end dates for the lots, the permutational
representation is decoded using the approach of (Giffler and Thompson, 1960)
for constructing active schedules avoiding cycles within the precedence graph
of the schedule. Here, all lots are subsequently scheduled while conflicts for
processing on the same machine are resolved with respect to the sequence in
the permutation, giving leftmost occurring lots priority. An example of this
representation is given in (Mattfeld and Bierwirth, 2004).

Operators
As different schedules might have different chromosome lengths, existing

crossover techniques of combining two encodings are not applicable. Instead,
a set of mutation operators is used, and at each iteration a neighbourhood solu-
tion is generated by applying one of the following operators with equal proba-
bility:



The algorithm has been tested on a real world data set from Sherwood Press,
containing the workload of four weeks (18 machines, 64 jobs, 218 tasks). In
total 50 test runs have been performed starting with different initial popula-
tions, each containing 50 individuals, leading to an overall approximation of
the Pareto set P as shown in Figure 4. In each test, 100,000 schedules have
been computed, keeping the best found alternatives from generation to gener-
ation.

As suspected, the results show a tradeoff between the number of lots defined
by the splitting procedure and the weighted tardiness. Numerous smaller lots
are easier to schedule with respect to the total weighted tardiness. However,
it has to be taken into consideration, that does not discriminate between
individual jobs but aggregates over their whole set, therefore allows a compen-
sation of tardiness of different jobs.

Figure 4. Results for the problem instance.
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5. Results

1

2

3

Resplitting. One of the splitted tasks is randomly chosen and the number
of defined splits is changed within the given interval.

Resequencing. The position of a single lot on a particular machine is
changed by means of a shift operator as described in (Reeves, 1999),
shifting it forward of backward in the sequence.

Reassignment. A lot is removed from a machine and reassigned to a
different machine from the set of machines appropriate for the task.
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In order to improve the quality of the schedules further, an additional objec-
tive function measuring the tardiness of a specific, highly important but late
job was introduced during the search. It can be seen in Figure 5 that similar
schedules with respect to the criterion are more clearly distinguishable by
criterion While this aspect of evaluating the schedules is added to the set
of criteria, the existing information of and is kept.

The introduction of an additional criterion is the most direct way of ex-
pressing the importance of the mentioned job. Another possible action could
be changing the weight of the selected job. However, it would affect the rel-
ative importance of jobs, and it might not be easy for the decision maker in
practical situations with numerous jobs to find a proper weight adaptation in
order to obtain the intended results. Also, the introduction of a new criterion
does not allow compensation of tardiness of jobs.

A general approach for interactive multicriteria optimisation has been pre-
sented. An evolutionary algorithm has been proposed and applied to a problem
from the printing industry. We believe that the successive introduction of crite-
ria during the search is an important factor reflecting decision making in com-
plex scheduling environments while guiding the search to preferred regions of
the search space. Each ‘point of view’ is added or removed during the search

Figure 5. Comparison of schedules according to their and values.

6. Conclusions
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and decision making procedure in a step-by-step procedure while maintaining
transparency for the decision maker.

Apart from the application for scheduling in the printing industry, the me-
thodology is of general use for complex decision problems where the relevant
criteria are changing over time and have to be developed interactively by the
decision maker.
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